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Abstract:  

The article presents the fundamental and effective tool to achieve strategic goals of the innovation economy 
under today's conditions – this is the use of the mechanism of public and private partnership (PPP). Nowadays, the 
place of a country is determined by a set of macro-technologies, which it is able to update and maintain using the 
huge flow of innovations and the continuous technological upgrading of the advanced sectors of the economy. It is 
noted that unlike the West, where the PPP is used to attract private investments in the major infrastructure projects, 
in Russia, this model addresses not only the economic, but also the political and social challenges. For this reason, a 
simple imitation of a positive or negative experience is impossible without taking into account the Russian specifics. 
Today, in Russia, the PPP development is hindered not only by the legislative gaps. There is an acute problem of 
absence of the efficient financing mechanisms even in those cases when the sufficient funds are available. The 
overall situation in the country does not contribute to the implementation of the long-term projects, which are not 
supported by the political component. Such situation mainly occurs not due to the high value of the borrowed money 
and the reluctance of banks to lend for long periods, but due to the general ambiance of the private business being 
afraid for the successful implementation of the complex long-term projects. The authors propose a model of the 
integrated assessment of the government and business interactions within the PPP projects, as well as the 
approaches to assessing the integral effect of the PPP projects implementation, which includes the project’s effects 
not only for the private businesses and public investors directly involved in the project, but also for the regional 
population and other commercial structures operating in the given region. 

Keywords: innovative economy, innovations, state, business, partnership, public and private partnership (PPP), PPP 
projects efficiency, algorithm and method of assessment. 

JEL Classification: O30, Q55. 

Introduction  
Today, innovative economy is "an economy that is based on knowledge" (Harin, Mayboroda 2003). 

Strategic potential of any developed country is currently determined by presence of creativity and level of 
political, technical, scientific elite rather than by universal education. Today, knowledge is the base of the 
modern paradigm, which has its own dynamics in social systems (Paoli 2011). The investments in 
intellectual and information sphere of human capital as the current stage of steady sustainable 
development of countries and cities become most actualty. A number of studies (Toffler E., Fukuyama F., 
Bell, D., Naisbitt J., etc.) showed that the most developed countries of the modern world have economic 
domination, due to the innovative economy based on the progressive (in terms of techno-economic 
development) State. 
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This paper sets a goal to give a scientific evidence of the theoretical and methodological 
approaches from the national perspective of formation and development of public and private partnerships 
as a process, which forms the equal relationships between State, business and civil society institution, in 
order to achieve social and economic stability and national security in the period of formation of an 
innovative economy. In this case, the basis of public and private partnership is the participation of partners 
in the single scheme of the final products creation and in the production chain of added value creation 
(Zeldner 2012). The urgency is provided by the fact that the study and application of international 
experience enables to take maximum advantages that provide a process of cooperation and integration by 
combining forces and means, reducing the risks of each of the partners in the PPP and providing a 
synergistic effect that occurs under the partnership.  
Method 

During the study the existing domestic and foreign examples were reviewed and systematized, 
organizational models, the composition of the partners’ economic benefits, revealing of the specifics of 
public and private partnership were analyzed (Klinova 2011, Hayrapetyan 2009). Public and private 
partnership, as a form of interaction between business and the state, does not weaken the role of the 
state, but reinforces the institutions and mechanisms of partnerships that are aimed at the socialization of 
public relations. This form is based on the reduction of direct government influence on the economy, the 
transfer of operational functions to the private sector, while maintaining and strengthening the regulating 
function. The state acts as a specific agency for the realization of public interest services and goods. A 
certain part of public goods can be produced by the State itself, and other goods - by involving the private 
sector. Business is involved in the management of state assets to improve quality during realization of the 
state projects. "An effective and humane society requires two components of the mixed system - a state 
and a market. Both halves are required for the effective functioning of a modern economy – it is impossible 
to applaud with one hand" (Drozdenko 2009). 

A systematic approach, cause-consequence analysis, logical-mathematical modeling, the theory of 
innovation are the methodological basis of the study. Theoretical basis are composed by works of leading 
Russian and foreign researchers and experts in the sphere of management and economics. 

As a result of systematization and analysis of materials it was identified, that grounding of the forms 
and methods of interaction between the state and business with a focus on their innovative development is 
necessary. PPP may be said to be an organizational and institutional alliance between business and state 
in order to realize socially important programs and projects in a wide range of sectors of industry and 
innovation sphere. Public and private partnership makes it possible to avoid on the one hand the threat of 
direct control of the state, and on the other hand - the "market failures". The basic argument in support of 
the use of PPP is the fact that each of the private and public sectors have its own unique advantages, 
when combining of which there is an opportunity to work as efficiently as possible and to achieve 
maximum results in the spheres where "market failures" or inefficiency of state management are 
particularly noticeable, namely, environmental issues, social services, creation of infrastructure. 

Careful analysis of the literature gave the opportunity to learn the most studied areas and to identify 
problem areas in the field of development and in the field of interaction between the State and business. 
These problems require its further development, including the issues of search for effective mechanisms 
for realization of partnership relations in innovation sphere. More attention was paid to the issues, 
concerning to which scholarly discussions are being hold, some of them have already been well studied, 
and some problems have not been solved. 
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Conclusion 
Thus, the authors presented the study that shows that public and private partnership is the starting 

point for attraction of managerial and financial resources of the private sector to solve the problems that 
are related to the activities and the implementation the projects that are large in terms of time scale and 
capital investments in the sectors of education, health care and development of infrastructure. At the same 
time partnership relations are based on the provisions regulated not only by the civil law, but also by the 
norms of social responsibility and trust. However, achievement of the goals of the partnership is provided 
through the mechanisms of contract law, and particular investment projects. The innovative nature of the 
forms and mechanisms of public and private partnerships, high responsibility for the final results, scales of 
projects and extended normative legal base of relations of participants give evidence of the need to 
support and develop partnership, assessment of performance for each of the partners in the new 
interaction. 

Conceptually, the study assigns a task to analyze the principles of assessment of the public-private 
partnership performance, which include: obligation of assessment, compliance of initial requirements with 
the project characteristics, alternativeness and flexibility in the selection and correcting of the forms of 
interactions and mechanisms of implementation, reasonable sharing of risks, the systematic increase of 
the requirements for quality of project results. After summing up all the indicators and capabilities of PPP, 
it may be concluded that the public-private partnership in the modern world with right and rational behavior 
can become a mechanism, a basis for the creation of high-tech corporate structures intended to provide 
the orientation of business and the state on solution of the problems related to the revival of the economy 
after the financial crisis. Therefore, the PPP must not be a simple composition of resources but 
partnership relations of the state and business that require the alignment of interests of two main 
institutions of modern society and economy (Tullock, Seldon, Brady 2005). It should be understood that 
each of the parties of the partnership has its own goals, solves its specific problems, the parties have 
different motivation and the fact how the partnership will be structured and what the PPP scheme is 
selected and specified by the relevant agreements depends on the consideration of these factors. 
References 
[1] Gnezdova, Y.V. (2014). Public and private partnership in the public sector: the history of the 

emergence and development prospects. Proceedings of Academy of Public Administration,1:118-125 
[2] Klinova, M.V. (2011). The State and private capital: from theory to practice of the interaction in 

European countries. Moscow: Magistr. 
[3] Drozdenko, E.B. (2009). State and Business in the innovation economy: foreign experience of 

partnership. Intellectual Property Exchange, 3, 24. 
[4] Zeldner, A.G. (2012). Public and private partnerships in the innovative development of the economy - 

Publisher: RAS Institute of Economy, 212:222. 
[5] Lenin, V.I. (1979). Complete Works. Moscow: Political Literature Publishing House,  
[6] Safonov, M.M. (2012). The partnership of state and business as a mechanism of innovative 

development of the real economy. PhD thesis, Polytechnic University, 22. 
[7] Harin, A.A., V.P. Mayboroda. Innovative economy in Russia. Realities and Prospects. Educational 

Portal FEiF NWAPA [electronic resource]. Retrieved from: http://nit.miem.edu.ru/2003/ 
harinmyboroda.htm 

[8] Ernazarov, T.Y. (2011). Use of systematic approach to assessment the efficiency of the realization of 
PPP projects. Ernazarov T.Y. Problems of Economics, 6: 134-139. 

[9] Yakunin, V.I. (2007). Partnership in the mechanism of state management. Sociological studies. 
Moscow: Institute of Sociology, Russian Academy of Sciences, 2.  

[10] Dixon, T., Pottinger G., Jordan A. (2005) Lessons from the private finance initiative in the UK: 
Benefits, problems and critical success factors. Journal of Property Investment & Finance, 23(5): 412-
423. 

http://nit.miem.edu.ru/2003/%20harinmyboroda.htm�
http://nit.miem.edu.ru/2003/%20harinmyboroda.htm�
http://nit.miem.edu.ru/2003/%20harinmyboroda.htm�


Journal of Applied Economic Sciences 
Volume X, Issue 5 (35), Fall 2015 

 
 

[11] Gilroy, L.C., Poole, R.W.Jr., Samuel, P., Segal, G. (2007) Building New Roads through Public-Private 
Partnerships: Frequently Asked Questions: Policy Brief/Reason Foundation. No. 58.  

[12] Gerrard, M.B. (2001). What are public-private partnerships, and how do they differ from 
privatizations? Finance & Development,38(3): 45-55.  

[13] Hofmeister, A., Borchert, H. (2007). Public-Private Partnerships in Switzerland: Crossing the Bridge 
with the Aid of a new Governance Approach. International Review of Administrative Sciences, 70(2): 
8-20.  

[14] Lyasnikov, N.V., Dudin, M.N., Sekerin, V.D., Veselovsky, M.Y., Aleksakhina, V.G. (2014). The 
national innovation system: the conditions of its making and factors in its development. Life Science 
Journal, 11(8): 535-538. 

[15] Paoli, M. (2010). Management dell'innovazione A.A. 2010-2011 Corsi.  
[16] Renda, A., Schrefler, L. (2006). Public-Private Partnerships: Models and Trends in the European 

Union. The European Parliament, IP/A/IMCO/SC/2005–161.  
[17] Tullock, G., Seldon, A., Brady, G.L. (2005). Government Failure: A Primer in Public Choice. 2nd ed. 

Washington, D.C.: Cato Institute.  
[18] Treasury, H.M. (2008). Public private partnerships. Retrieved from http://www.hm-treasury.gov.uk/ 

documents/public_private_partner-ships/ppp_index.cfm 
*** Hayrapetyan, M.S. Foreign experience of the use of public and private partnerships. The briefing note 

is published on the official website of the State Duma of the Russian Federation. Retrieved at: 
http://wbase.duma.gov.ru:8080/law?d&nd=981605628&mark=r981605004 

*** Technology and innovation in financial services. (2007). Scenarios to 2020. World Economic Forum. 
 

 
  

http://www.hm-treasury.gov.uk/%20documents/public_private_partner-ships/ppp_index.cfm�
http://www.hm-treasury.gov.uk/%20documents/public_private_partner-ships/ppp_index.cfm�
http://wbase.duma.gov.ru:8080/law?d&nd=981605628&mark=r981605004�


Journal of Applied Economic Sciences 
Volume X, Issue 5 (35), Fall 2015 

 
 

Does Foreign Direct Investment Cause Economic Growth? Panel Data 
Evidence from Transition Economies 

 
Ebru ÇAĞLAYAN AKAY 

Marmara University, Department of Econometrics, Turkey 
ecaglayan@marmara.edu.tr 

 

Nazan ŞAK 
Osmaniye Korkut Ata University, Department of Econometrics, Turkey 

nazansak@osmaniye.edu.tr 
Abstract:  

The paper examines the causal relationship between foreign capital investments and economic growth for 27 
countries known as the transition economies. In this study, these countries were categorized in two subgroups as 
Central West Asia (8 countries) and Central Eastern Europe (19 countries) as well as all of 27 countries as the 
causality was analyzed. The causality between foreign direct investment and growth was investigated by the Panel 
Granger Causality Analysis and Hurlin-Venet (2001) Panel Causality Analysis in categorized countries. The findings 
show that there is a causal relationship in the transition economies involved in Central Eastern European 
Classification from foreign capital investment to economic growth.  

Keywords: foreign direct investment, economic growth, transition economies, panel causality. 

JEL Classification: C23, F21, O40, O50, P24 

Introduction  
Foreign capital investment is the investment type foreign companies make in another country as 

necessitated by financial, political and social motives. Parallel to the spread of globalization foreign capital 
investments have also climbed throughout the globe. At the core of foreign capital investments lie financial 
factors yet political and social factors are equally effective in the determination of investments. 

Liberal economy, globalization, financial deregulation, technological advancements, inexpensive 
raw material and labor force in developing markets, incentives, high demand collectively operate to gain 
foreign capital investments a more attractive character. The investee countries correspondingly strive to 
allure foreign capital investments to be able to improve their financial situation and social life, create 
employment opportunities, benefit from technological innovations, compete with other countries, multiply 
production capacity thus accelerate growth. 

Currently not only investor countries but also investees are more inclined towards foreign capital 
investments by virtue of the advantages these investments offer for both parties. Relevant studies point 
out that foreign capital investments generally promote mutual growth. Various researchers underline that 
foreign investments have a positive effect on growth while other researchers maintain that the emergence 
of such positive effect depends on fulfilling certain conditions (Adewumi 2008). Amongst these conditions 
are structure of the country (capitalist, socialist or mixed), settlement of the country, sector, global financial 
and political situation. Triggered by these factors the velocity and direction of interrelation between foreign 
capital investments and growth may alternate. In order for these factors to leave effect on foreign capital 
investments and growth, the investor and investee countries are supposed to have homogenous 
structures.  

Economies in transition consist of states with differing structures. To obtain consistent data from 
analyses it is deemed essential to classify the countries into two groups in which the member states are 
alike: Central Eastern Europe and Central Western Asia. The underlying reason is the divergences in the 
financial and political structures of group member states. Central Western Asia countries are eastern bloc 
members of the former Soviet Union. These are socialist countries which possessed a secluded financial 
and political structure for long years. Unlike Central Western Asia countries, Central Eastern Europe states 
have had further outward-oriented financial and political structure and integrated better with the capitalist 
system of Europe. As a natural consequence it is considered that interrelation between foreign 
investments and growth shall vary between both groups. Through the analysis conducted on the overall 
group of transition economies it is aimed to manifest that the interrelation changes with respect to 
homogenous groups.  
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In present study interrelation between foreign capital investments and growth has been assessed 
by making use of panel data analysis on transition economies. As regards a multitude of studies have 
been conducted on transition economies and recently panel data analysis in which transition economies 
are analyzed collectively has been employed. A closer look at the contents of these researches indicates 
that there are fixed and random effect panel model predictions, panel co-integration and panel causality 
analyses. Present research differs from earlier studies in its grouping of the countries and application of 
panel causality analysis method.  

Section 2 of this research relates literature review which encompasses panel data analyses 
performed to examine the relationship between foreign direct investments and growth in transition 
economies. In the third section, research method is elaborated. Section fourth describes the information 
on the data used for analysis is presented. In the fifth section, findings are provided and explained. The 
research is ended with conclusion section. 
Literature review 

One of the researches focusing on the interrelation between foreign capital investments and growth 
in transition economies is Campos and Kinoshita (2002) work detailing 25 transition economies. In this 
research fixed effect panel data analysis has been employed and it has been detected that foreign capital 
investments have positive and meaningful effect on economic growth. In the co-study of Aleksynska et al., 
(2003),17 transition economies have been put under microscope. Panel data analysis has been conducted 
and no causality relation could be detected between variables. Campos and Kinoshita (2003) however 
have searched through panel data method if there are regional differences of foreign capital investments 
and analyzed transition economies  with respect to two different settlements (Central- Eastern Europe and 
Baltic and former Soviet Union members). They have concluded in their research that due to the 
characteristics of settlements, foreign capital investments affect the ratio of growth differently with respect 
to sector structure. In the research of Lyroudi, et al., (2004) interrelation between foreign capital 
investments and growth in 17 transition economies has been examined via Bayesian analysis and no 
findings have been detected to prove any correlation. Merlevede and Schoors (2004) have explored via 
panel data analysis the interrelation between direct foreign capital investments and growth in 25 transition 
economies and concluded that in 25 transition economies, direct foreign capital investments and growth 
are correlated. In his research Nath (2004) has employed panel data analysis in 10 transition economies 
and concluded that economic growth is positively affected by foreign capital investments. Bevanet al., 
(2004) have examined the interrelation between foreign capital investments and growth in 12 transition 
economies and detected that foreign capital investments have positive effect on countries’ economies. 
Değer and Emsen (2006) in their study have employed fixed and random effect panel data analysis on 27 
transition economies and foreign capital detected that foreign capital investments have positive effect on 
countries’ economic growth. Johnson (2006) has also analyzed 25 transition economies via fixed effect 
panel data analysis. Likewise in present research transition economies have been put under microscope 
within two groups as Central Eastern Europe and former Soviet Union members and it has been 
concluded that foreign capital investments have weak effect on economic growth. Dhakalet al., (2007) in 
their research have employed panel data analysis and detected that foreign capital investments in 
transition economies affect economic growth positively. In his researchStanisic (2008) has analyzed the 
interrelation between foreign capital investments and growth in transition economies on the sample of 7 
transition economies. In that particular research correlation between variables has been assessed yet no 
meaningful explanation could be determined. In Ağayev (2010), panel causality analysis covering 25 
transition economies, two-way causality has been detected between capital investments and growth. 
Damijan et al. (2011) has examined the reasons for the remarkable growth of transition economies’ export 
performance. 
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Conclusion 
Foreign capital investments are transfer of resources exported from hosting countries to foreign 

countries. Relevant studies point out that both direct and indirect foreign transfers affect national 
economies positively. Developing countries in particular meet their demand for capital and technology by 
means of foreign investments. Investor country seeks to find new, profitable markets while hosting country 
reaches the goods, services and technology it cannot manufacture by means of foreign capital 
investments. Based on this perspective it can be argued that foreign capital investments can provide 
mutual benefits for trading countries. Potential relation between foreign capital and growth is under the 
effect of investee countries’ financial and political stability, global economic and political status and several 
other factors. Hence these factors should not be missed while determining the interrelation between 
growth and foreign capital investments.  

In this research it has been aimed to analyze panel causality relation between direct foreign capital 
investments and growth by making use of data pertaining to 27 transition economies for the period 1995-
2009. To conduct panel data analysis, homogenous countries have been classified into three groups as 
Central Eastern Europe (19 countries), Central Western Asia (8 countries) and all transition economies (27 
countries). Panel unit root, panel co-integration and panel causality analyses respectively have been 
conducted on grouped states. For Panel causality, Panel Granger and Hurlin-Venet (2001) Panel causality 
analysis has been utilized. Conducted analyses have shown that  only for Central Eastern Europe states 
there has been one-way (from foreign capital investments to growth) causality while for the other groups  
no evidence could be detected to verify causality. 

The presence of causality between foreign capital investments and growth only for Central Eastern 
Europe states is meaningful once the financial and political structures of these countries are examined in 
detail. In Central Eastern Europe states foreign capital investments shall positively affect growth and in the 
members of this group it shall be feasible to witness a rise in development level.  
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Abstract: 
The existence of the company as abusiness entity is limited by rising and termination of its business activity. 

There is therefore necessary to find out possible risk to make business during life cycle of the company. In presented 
contribution we followed up development of new established companies in Slovakia in time series, as well as 
according legal form of business, and consequently we compared the development with situation in chosen EU 
countries. During exploration of development of the number of companies there have been used processing and 
analysis of collected data. By such comparison we found out position of Slovakia in EU from the view of duration time 
of business termination.  

Keywords: life cycle of company, formation of company, business termination, Slovakia, Joint Stock Company, 
limited company 

JEL Classification: M 13. 

Introduction  
The existence of the company as a business entity is limited by rising and termination of its 

business activity - life cycle, which is reflecting the impact of external and internal surrounding of company 
(activity of competing companies, fiscal policy of the state, innovative activities, qualification of manpower, 
etc.). It speaks about level of development of the company and its market position. Establishment of the 
company and decision about starting business is a serious decision. At the beginning of the business 
there is usually a good idea. This is then developed into a business plan. Termination of company and its 
business have various reasons: termination of period for which the company is based, achieving the 
purpose for which the company was founded, the decision of entrepreneur to liquidate company 
voluntarily, judicial decision, and consultation of shareholders, bankruptcy or rejection of the proposal on 
bankruptcy due to insufficient assets. Companies must therefore follow up possible business risks and find 
out solutions for their prevention. Companies that manage the risks are much more successful in 
continuing their business. Conversely, it is also a lot of businesses that are unable to passthrough the 
risks. They must there forecease its activities, respectively cancel it.  
Present state of problem solving 

The existence ofthe company as a business entity is limited by rising and termination of its 
business activity - life cycle, which is reflecting the impact of external and internal surrounding of company 
(activity of competing companies, fiscal policy of the state, innovative activities, qualification of manpower, 
etc.). It speaks about level ofdevelopment of the companyandits market position. 

Establishment of the company and decision about starting business is a serious decision. At the 
beginning of the business there is usually a good idea.This is then developed into a business plan. The 
task of business plan is to prepare establishment, formation and development of the company. 
Termination of company and its business have various reasons: termination of period, for which the 
company is based, achieving the purpose for which the company was founded, the decision of 
entrepreneur to liquidate company voluntarily, judicial decision, and consultation of shareholders, 
bankruptcy or rejection of the proposal on bankruptcy due to insufficient assets (Antošová 2014). 
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Termination of the company can be without liquidation-in the case of voluntary cancellation of 
company and in case company has its legal successor, in this case, its economic activity continues and 
liquidation is not necessary. Termination with liquidation - during not voluntarily company termination there 
is real material liquidation. In the process of liquidation it is selling the company's assets and the money 
raised will be used to cover liabilities. Information about liquidation shall be entered inthe Commercial 
Register. The liquidator appointed by the statutory body of the company maybe only physical person. 
Entering of company into liquidation is notified by the liquidator to all known creditors. He simultaneously 
publishes it in the Commercial Bulletin. The result of the liquidation should be complete payment 
ofliabilities. Enterprise expires by deleting from the Commercial Register or cancellation ofa trade license 
(Svoboda 2013). 

During their life cycles, many companies are confronted with crisis. Kraus et al. (2013) searched 
empirically test theoretical approaches in the case of 30 small and medium sized enterprises (SMEs) from 
Germany with aim to describe how these companies deal with crisis. The results show that the personal 
contact to stakeholders is an added value of SMEs because of their size in order to manage and 
overcome crisis. Finally, it is shown that crisis can be best overcome by focusing on the core business and 
growth of company (Kraus et al. 2013). 

An important strategy for companies facing competitive disadvantages is followed by inter 
organizational agreements and cooperative business networks. Specially small and medium firms adopted 
collaborative network models as a way to overcome common problems. Wegner et al. (2005) speaks that 
over 1,000 small-firm networks (SFNs) are estimated to have been created in Brazilsince the year 2000 
and they studied SFNs life cycle model, applying it to a sample of twenty-eight SFNs established in two 
regions of southern Brazil. The results revealed that 68% of the analyzed SFNs are declining or no longer 
in business. Among the active business networks, 21% remain at the development stage, and only 11% 
have achieved consolidation. Most SFNs analyzed fell into a stage of decline early on in the life cycle, 
incapable of reaching Consolidation (Wegner et al. 2015). 

Gancarczyk (2015) discussed the international strategies of lead companies and the modularization 
of production networks as drivers of cluster evolution in developed countries, and to formulate propositions 
regarding the impact of those drivers on relationships with clusters in less-developed countries 
(Gancarczyk 2015). 

Life cycle marketing strategy is emerging as a way for firms to enhance its activity by new product 
development efforts whilst managing ecological impacts. Such pursuits combining life cycle assessment 
and ecological marketing offer promise when it comes to assisting firms to decrease product based 
ecological impacts (Lockrey 2015). 

Iotti and Bonazzi (2014) quantified cost of an industrial production, in its whole cycle, during a long-
run period, which shows that innovative firms that have made investments to improve business efficiency, 
have lower production cost in the long run; these firms are able to gain efficiency in the production cycle 
and persist on the market (Iotti and Bonazzi, 2014). 

Some companies are more successful in detecting risks early in their life cycle, and in decoupling 
risk factors from work processes before they impact their performance. Effective risk management in 
company involves an intricately linked set of variables, related to work process, organizational 
environment, and people. Some of the best success scenarios point to the critical importance of 
recognizing and dealing with risks early in their development, which could prevent bankruptcy of the 
company (Thamhain 2013). 
  



Journal of Applied Economic Sciences 
Volume X, Issue 5 (35), Fall 2015 

 
 

Conclusion  
Development of the number of established and cancelled companies speaks about necessity to 

react timely to unfavorable situation. The analysis shows the forecast of increasing trend of companies in 
bankruptcy (bankruptcy restructuring). There were included to the analysis of development of companies’ 
number legal subjects, as well as physical subjects – tradesmen, which assets were included to the 
bankruptcy, respectively they were allowed to make restructuring. Despite these developments, 
companies are likely to survive, as the global economy is gradually recovering, and economies of different 
countries showed some recovery as well. On the other hand, a heavy burden of public and private debt, 
causes using of a large part of revenues just to pay the debt. Paradoxically, mainly negative inflation 
supported by low demand causes the real debt increase. Growth is hindered also by geopolitical events 
that have still unclear results, since return of political risk to Europe itself affects the confidence of the 
individual entrepreneur in business opportunity. 

In terms of the global economy, the presently used strategies of existing comparative competitive 
advantages of low cost are not further sustainable for Slovakia in the future. The growing competition of 
countries having cheap labor quickly devalues these temporary competitive advantages. Slovakian 
companies must focus on resource advantages, resp. intellectual capital, which are already represented in 
the knowledge base of the economy, i.e. growing innovation potential of enterprises, the quality of human 
resources, research and technology, which are considered as key factors of European competitiveness 
(Volna and Papula 2013). Stability seems to be the right path to building capacity for innovation. An 
excessive thoughtless action in costs reduction, although that may bring short-term economic effects, in 
the long term can seriously undermine the competitiveness of the company.  
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Abstract:  

During the study the factors that influence the balance of economic development of the country were 
identified through which it was the necessity of a comprehensive approach to assessing the balance of economic 
development from the perspective of two interconnected approaches: economic and social. In order to determine the 
overall quantitative assessment of the balance of economic development of countries it has been developed the 
indicator that integrates the categories such as investment climate, innovative activity, the resource-potential 
productive capacity, financial capacity, pertaining to the economic block of indicators and demographics and labor 
force, health and education that are related to the social block indicators. The main advantages are the possibility of 
the integral index of the complex (consolidated) assesses the balance of economic development within countries in 
the context of major socio-economic indicators, as well as in cross-country comparisons. In this study, the authors 
detail the algorithm of selection of indicators to assess the balance of economic development of countries and to 
track the dynamics of changes in the base factors, as well as the selection of homogeneous groups of countries with 
different levels of socio-economic development. Produced experimental calculation of integral index of balance of 
economic development on the example of the BRICS countries has given a fairly complete picture of the studied 
categories. Based on the calculated data main trends of integrated indicators of the balance of economic 
development of the BRICS were predicted and point forecasts for the development of two variants: pessimistic and 
optimistic are given. 

Keywords: balance, economic development, investment attraction, social development, BRICS. 

JEL Classification: F63, O11. 

Introduction  
The BRICS, according to experts in the field of the world economy, was a response to the five 

largest countries on the imbalances of the global economy. Today BRICS alliance allows member 
countries more effectively implement the national interests and the interests of slightly represented in the 
international organizations, on the global and regional forums in developing countries and countries with 
emerging markets. With regard to the further development of the group, speaking at the third BRICS 
summit, which took place on April 14, 2011 in China (Sanya), Chinese President Hu Jintao highlighted four 
main objectives:  

 The consolidation of peace and stability, respect for sovereignty, democracy in international 
relations; 

 Economic development for all interest, based on a fair and equitable financial system and free 
trade; 

 Development of cooperation in multilateral formats; 
 Enhanced the cooperation among BRICS countries on the principles of solidarity, mutual trust, 

openness and transparency and the overall development (Glinkina 2014). 
Of particular note is the declaration adopted at the third summit of the BRICS Leaders' Declaration. 

The Declaration considers the fundamental problems of the global financial and economic system, quite 
so topical political issues happening in the world today. In all of this, the BRICS adheres to the principles 
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of partnership, solidarity, mutual understanding and openness. The basis for the action is a global solution 
to the problems of economic development (Arkhipov 2013). 

It is recognized that BRICS is primarily a political project as a major source of technology and 
investment, as well as the markets are Western countries, and the economic ties between BRICS 
countries (except China) are minimal (Lukow 2014). However, now a new multilateral institutions of BRICS 
are forming (Development Bank, created an insurance fund financial BRICS). This in turn entails the 
institutionalization of community, more active trade and economic ties between BRICS countries; the 
question of the possibility of developing common investment strategies associations in various regions of 
the world appears. BRICS countries today are oriented primarily to the innovative model of modernization 
- to ensure balanced development by the progress in high-tech industries. Countries consolidation gives 
the participants of the "five" the chance to build on complementarities of each other. At present, the BRICS 
intensively developed more than 20 formats of cooperation - promising areas of scientific and technical 
cooperation in the fields of aeronautics, biotechnology and nanotechnology. In order to modernize the 
global economic system, the center of which are the US and EU, the leaders of the BRICS member 
countries signed the documents establishing the Development Bank for the financing the major 
infrastructure projects.  

BRICS countries have certain features, in particular, economic activity, differentiating them from 
other countries, and the accumulation of human potential. In addition, the BRICS countries have a high 
development potential, based primarily on the presence of the huge natural reserves of raw materials: 
Russia is the world's largest exporter of oil and gas, India - iron ore, diamonds, gold, and thorium. China 
has large reserves of coal, copper, aluminum, molybdenum, manganese; Brazil - iron and manganese ore, 
bauxite, nickel, uranium ore, tungsten, gold, zirconium, thorium; there is information that the country has 
proven oil reserves. Brazil and Russia also are the owners of the largest reserves of fresh water, which in 
the modern world is becoming an increasingly scarce resource. 

In recent years, the search for new ways to enhance economic cooperation between the countries 
unites in various international organizations: EU, APEC, UN, the "Group of Eight", the "Group of Twenty" 
and others. One of the most important geopolitical events was the creation initiated by the Russian 
Federation in 2006, the Association of the Federal Republic of Brazil, the Russian Federation, the 
Republic of India, the People's Republic of China and South Africa (BRICS). The association was able in a 
short time become a significant factor in world politics. 

Now in the context of globalization of the world economy an increasing the role in the development 
of the national economy plays a principle of balance development. Defined the criteria for a balance 
development of the national economies are not only economic growth but also social aspects. Over time, 
the development of the world community has shown that economic growth is not always accompanied by 
favorable social consequences that are manifested in the creation of conditions for improving the 
population's education, qualifications, availability of health care services and others. To the effectively 
Union it is needed an understanding of the degree of balance between economic development of the 
BRICS countries. 

Balance economic development is provided primarily by the achievement of socio-economic 
equilibrium and the development of public relations, providing conditions for the material well-being and 
spiritual development and fulfillment of social rights. The main problem of the transition from the concept 
of unlimited growth to the balance development is the choice of target indicators. Currently, there is no 
consensus about what indicator or system of indicators allows evaluating more comprehensively the 
balance of the economic development. Currently used tools for constructing aggregate socio-economic 
indicators are based primarily on expert assessments, which often lead to subjective and controversial 
conclusions, in particular to the distortion of the real situation. In this connection, the problem is of 
particular importance of the research balance economic development of the state in accordance with 
modern trends.  
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Conclusion 
BRICS countries which previously were attributed to the periphery of the World (Russia and South 

Africa were also on the list in the 1990s.) began to find not typical for them before the economic power and 
geopolitical importance.  

As an independent entity, and the phenomenon of global economic the phenomenon of BRICS in 
many respects is unique. For the first time in the history there is the prospect of close cooperation and 
convergence in the framework of a coordinated political and economic project of very distant from each 
other, diverse economic, political weight and even civilizational and cultural memory countries. The few 
studies of the theory of a new model of global economic development provide scientific justification for the 
phenomenon of BRICS as a political and economic phenomenon and an integral methodology of the global 
forecasting and modeling is studying, comparative analysis and forecast of the two poles of modern geo-
civilizational space - BRICS and G7 is performed. (Sadovnichiy et al. 2014, Yakovets 2014, Davydov 2014, 
Heifitz 2014) 

Some authors consider the BRICS countries as important suppliers of raw materials and production 
and as a key market for many suppliers of goods. It is noted that the BRICS countries are the most important 
trading partners (Schrooten 2011).  

Many scientists substantiate the influence of the BRICS on the transformation of the global economic 
system (Goldman 2012, Clifton and Díaz-Fuentes 2011, Kappel 2010.)Obviously, that any strong common 
BRICS institutions has not yet been developed, but these countries are important actors on the world political 
scene, and have a growing influence on the international relations (Kappel 2010).Serious institutional 
analysis of the development prospects of the BRICS countries is a major part of the research (Rothstein 
2011). The necessity of not only the hierarchical forms of decision-making institutions, but also large extent 
informal decision-making institutions is proved (Jann and Seyfried 2011). Attention is given to the measuring 
instruments, finding indicators (quantitative and qualitative) to measure the institutional mechanisms of the 
BRICS countries (Brusis and Jörg 2011). 

The emergence of the BRICS has shown a new approach to the knowledge of the phenomenon of 
catching-up development, highlighting in it the scientific research group of leading countries as a specific 
object, which play a special role in shaping the face of the modern world economy. BRICS countries, as 
we think, are one of the most important examples of such leadership, and hence the subject of an in-depth 
study. Prospects for research in this field are manifold. However, the success of the economic union of 
BRICS depends on the assessment of the balance economic development of the countries, which will 
develop a rational mechanism of interaction of the economic system. 
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Abstract:  

The scientific article is devoted to the questions of developing the relevance of a human potential in 
modernization of an economic society system. The role of human fund in the system of new economic relations of an 
innovational industry is studied by the author. The influence of institutional changes to developing of economic 
relations is investigated in the article. The level of health, qualification, skills of using knowledge, competence 
nowadays is considered to be the main parts that make new economic relations of innovational industry. Based on 
the data of the concepts of long-term social-economic development of the Russian Federation from this time till 2020, 
may come to conclusion that Russia drops behind from other countries with the level of economic development 
though it has high educational potential. It can be explained with ineffective using of human fund and irrational 
investment into it. Having investigated, the authors classify into several groups: scientific center ↔ entity customer 
↔ state. The main advantage of the innovational system is communicative skills and possibilities of organization. 
The practical importance consists in possibility of application of the theoretical provisions and practical 
recommendations stated in the research by bodies of legislative and executive power during the developing and 
implementation of federal and regional programs of support of the production and educational sphere by them in the 
conditions of modernization of system of the economic relations. The conclusions received in the course of research 
can form a methodological basis of creation of comprehensive programs of support of the production and educational 
sphere by means of efficiency of use of the available intellectual capital. 

Keywords: human capital, innovative production, investments into education, economic growth, intellectual capital, 
innovative economy, social capital, innovative system. 

JEL Classification: J24, O34. 

Introduction  
The main task of functioning of national economic system is maximization of satisfying society 

needs based on the effective using restricted resources. The reason of solving this problem is connected 
with the work of industry, providing extended reproduction. The effective work of an industry is conditioned 
by its stable development. During the developing of innovation economy it helps to solve problems 
connected with extended reproduction, the basis of which are the principles resource-saving, investments 
of human fund, social responsibility, working up new equipment and technology, scientific researches, that 
have practical parts (Romanov, Shubina  2012). 

In the conditions of modernization of economic relation system, accumulated world experience of 
integration of industrial and educational sphere is important and must be improved. But, it is necessary for 
caring out the radical economic reforms in Russia with its different conditions to find untraditional methods 
to developing both industrial and educational sphere (Shvandar 2006). So, it leads to working up scientific 
systematic way to the beginning, regularities of functioning of these spheres in innovational economy 
(Yerokhina 2012). 
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Conclusion 
However, the economic crisis in Russia will help to a certain extent, make the act more rationally, 

will promote the use of new technologies (energy saving), the innovation capacity production, address 
contemporary problems of development of human capital. In this case, it is an intelligent investment in 
human capital will contribute to the growth of its social capital, which is evident in the increasing 
confidence in the state as a legal institution, development and respect for moral and legal standards, as 
well as an understanding of the existing rules for each player present on the market field. 
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Abstract 

The aim of the article is to describe specific aspects of the social network Facebook as a phenomenon of 
modern times. In assessing the direction of the issue the article summarizes the theoretical basis of advertising in the 
online environment, the issue of social media, and last but not least the narrower concept of social networking. The 
main attention of the article is focused on the social networking site Facebook as the most popular global social 
network and also vital marketing channel of communication from the perspective of existing social networks. Another 
aim of the article is to point out the current status of issues while pointing out their pitfalls. 

Key words: Facebook Ads, social media, promoted post. 

JEL Classification: M30, M31. 

1. Introduction 
It is not necessary to remind that advertising has long been accessible only to organizations with 

million-worth budgets. With the coming of the Internet and social media, the circumstance has changed; 
Internet has brought to showcasing chance to connect with target groups in real time at relatively low cost 
(Scott  2014). This interactivity is a key to the success when creating the right mix of online communication 
on the Internet (Gavurová et al. 2014, Stec et al. 2014). Each organization must be aware of the fact that 
the customer controls the entire transaction by selecting and controlling the content, time and 
communication channel (Šoltés and Gavurová, 2013, 2015). It follows that only interactive strategy can 
produce the maximum benefit out of communication and marketing. Google AdWords changed the status 
of micro, small and medium enterprises in the market and allowed them to use targeted advertising with a 
wider range for the cost significantly lower than in mainstream media. The authors Turner and Shah 
(2014) argue that the advent of social networks, especially Facebook, has moved the location of people 
and organizations from the search engines towards this new medium because it allows two-way 
communication between the enterprise and their potential customers.  

Facebook, as the most popular global social networking site, has become a universal 
communication application. Paradoxically because of its popularity, many traditional media use it to 
communicate with their audience. At the same time Facebook is now an essential platform for promotion 
and public communication. Companies, institutions, non-profit organizations – they all are on Facebook. 
To present one self here is becoming more and more necessary. As reported by Dorčák et al. (2014), 
Facebook can change existing marketing efforts of companies by offering them a platform to grow the 
number of their audience and fans, allowing them to create deeper connections with customers and 
creates new possibilities for strengthening relationships with loyal customers. Facebook Ads, as a new 
advertising platform, was established as a logical outcome of the global popularity of social networks on 
the one hand and large amounts of data useful for advertising on the other (Marshall, Skranc and Meloche 
2014). A number of authors concentrate on these issues, Such as Fisher (2015), Schleipfer (2014), and 
Cvijikj & Michahelles (2013) 

Facebook Ads advertising platform is one of the most powerful marketing opportunities in history, 
as it allows companies to target their target audience very precisely (Carter 2013, Kirkpatrick 2011). 
Whenever you promote something through Facebook advertising, you take the opportunity to complete the 
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desired action directly in the ad (Crager et al. 2014). This means that your business website gets "likes" or 
an application without the customer having to leave Facebook. As the Crager et al. (2014) noted that 
another advantage is the relevance of the ads by the target audience and the opportunity to increase 
outreach through a relevant social proof in the form of "likes", sharing, and comments of other users. 
Moreover, the distributed message is thanks to precise targeting more valuable (Beck 2013). It should be 
emphasized that Facebook Ads is a powerful tool for targeting young population that is online (Vejačka 
2012). Promoting through Facebook Ads is suitable for small and medium-sized enterprises because it 
has the highest Click-Through Rate, and the lowest cost per click (Ray 2013). Click-Through Rate (CTR) 
represents a share of the number of ad clicks and the number of displayed ads (Goward 2013). On the 
other hand, cost per click (CPC-Cost PerClick) is the portion of the amount spent on advertising and the 
number of clicks on thead (Kelly 2013). Based on Table 1 it can be seen that Facebook Ads targeting is 
significantly better than Google AdWords. 

Table 1 – A comparison of Facebook Ads and Google AdWords 

 Facebook Ads Google Adwords 
Targeting the precise interest Yes no 
Intent (searched for) No yes 
Location Yes yes 
Age and sex Yes no 
Marital status Yes no 
Workplace Yes no 
Education Yes no 

Source: own elaboration based on Carter, 2013 
  

Maquire (2013) notes that when selecting a target group the enterprise must make sure that its 
report will be shown to the right audience. Otherwise the enterprise wastes the number of displays on 
target group that is unlikely to respond to the message. To increase the relevance of messages Facebook 
Ads offers 3 types of targeting. The first option is targeted to the people who gave "Like" to the page and 
their friends (Facebook 2014). According to Bodnar and Kohen (2012) the advantage of this type is the so-
called social proof - people who are already fans of the page. On the other hand, this targeting is not ideal 
because it is very general (Maffin 2014). Another possibility is to target people who already like 
advertiser’s site (Facebook 2014). The third option is targeting a select target group based on specific 
attributes. Advertising can be targeted at very specific groups (Newlands 2011). Carter and Levy (2012), 
emphasize that the targeting is useful in narrowing the potential audience for the selected ads. Advertising 
message can be selected based on demographic data (location, age, gender, and language), interests, 
and behavior and by connections (Weintraub 2011). According to Kirchoff and Regen (2014) it should be 
noted that it is necessary to test the targeting on the selected groups of customers. The last option is that 
the offers of Facebook Ads are targeting people who like the advertiser’s site (Facebook 2014). We can 
find many authors dealing with these issues, such as Celebi (2015); Dehghani and Tumerb (2015); 
Pereira, Salgueiro and Mateus (2014); Barreto (2013), Yaakop (2013). 

The authors Alba, Stay, and Melia (2013) divide the advertising offered by Facebook Ads 
depending on whether ads appear in the sidebar of news, outside the sidebar of news or in the news bar 
when using mobile devices. Today, however, almost all forms of advertising can be displayed at a place 
an enterprise desires. Socialbakers survey (2014) has shown that the highest Click - Through Rate is 
reached by an ad that is placed in the news. This ad is displayed in the news sidebar used in the mobile 
phone Facebook app or in the sidebar on the right in desktop devices (Crager et al. 2014). Carter (2013) 
in this regard states that promoting page’s posts is suitable for increasing brand awareness and also for 
attracting the audience. An enterprise may advertise text, link, photo or video. An ad displays in the news 
and in the sidebar on the right side (Facebook 2014). In this context Taylor (2012) states that the 
promotion of page’s 'likes' serves to increase the number of  page’s fans and that a page can be displayed 
in the news sidebar and also in the sidebar on the right side of the page (Booth & Koberg 2012). 

The benchmark survey of Salesforce (2013), which focused its attention on the Facebook Ads, was 
carried out in the period from 1st January to 31st March 2013. The analysis included a total of 25 top 
countries where published advertisements together recorded 114 billion displays. Salesforce (2013) states 
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that the budget for Facebook Ads may reach $ 11 billion from the original $ 4.7 billion in 2012. The results 
of this survey further show that the best Click-Through Rate has a sponsored post marked with a location. 
The height of the Click-Through Rates stood at 3.20%. Based on our experiments we were interested in 
the Click-Through Rate divided by sector, specifically gastronomy and health and beauty industry. The 
average Click-Through Rate in the gastronomy was 0.217%, while the health and beauty sector stood at 
0.433% 

 

 
Source: own elaboration based on Socialbakers, 2014 

Figure 1 - Comparison of the Click-Through advertising according to its location and device used 

An interesting view on the issue provides another benchmark survey conducted by Socialbakers 
(2014) on a sample of 2,000 registered accounts in the period from April 2013 to March 2014. According 
to Socialbakers (2014) highlighted posts are a dominant form of advertising due to their placing in the 
Facebook news. Highlighted posts reached the highest Click-Through Rate in the first quarter of 2014, 
while their Click-Through Rate is approximately 0.008%. Individual click-through rates can be seen in 
Figure 1. In their research, Socialbakers (2014) investigated only restaurants. The Click-Through Rate for 
these ads is at around 0.40%. It should be emphasized that the volume of resources invested in promoting 
the contributions has increased from approx. 43% of the total expenditure ratio in the first quarter of 2013 
to around 55% in the first quarter of 2014. 

 
Source: Ninigans, 2015 

Figure 2 - CTR (Click-through rate) Facebook ads Q2 2014 – Q2 2015 

The research carried out by the marketing agency Nanigans (2015) presents the results of more 
than 300 billion ad displays in the second quarter of 2015. According to the survey the average Click-
Through Rate (CTR) in Q2 2015 has recorded over the previous quarter only a small 8.00% increase to 
0.88 %. As can be seen in Figure 2, the average CTR of Facebook ads during the period Q2 2014 - Q2 
2015 has increased by 187%, which can be considered to be a significant event from the enterprises’ point 
of view.  
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Source: Ninigans, 2015 

Figure 3 - CPC (Cost per click) Facebook reklama Q2 2014 – Q2 2015 

On the other hand, as shown in Figure 3, the average Cost per Click (CPC) in Q2 2015 (Nanigans 
2015) decreased by 13% to $ 0.46 per click-through. For on-year comparison of Q2 2014 - Q2 2015 we 
can also see decreased price per click-through, namely a decrease of 16%, a difference of $ 0.08. From 
the perspective of the social network Facebook this state can be considered acceptable because the 
average CTR during the period grew faster than the decrease in CPC. 
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Conclusion 
Also thanks to the social network Facebook the issue of social media and the social networks has 

in the last years caught massive worlwide attention of the academics and marketers. The constant 
development of technology and the Internet pushes the possibilities of applying this new medium in the 
field of marketing activities. This article describes the use of Facebook Ads tool in the online promotional 
campaigns. In the theoretical background we described the basic functioning of this form of promotion. 
Based on these assumptions, we conducted an experiment whose objective was to determine to what 
extent using Facebook Ads helps to increase audience engagement. A similar problem was also 
described by Salesforce surveys (2013), Socialbakers (2014) and Nanigans (2015). Our experiment has 
shown that the introduction of paid advertising on the social network Facebook through the platform 
Facebook Ads does not guarantee campaign’s success. By testing the prepared hypotheses we did not 
find a relationship between the amount invested in promoted posts and CTR of individual ads. This result 
points out that in an environment of social network Facebook those with the biggest budget do not have to 
be the most successful. Comparing the results with the values recorded by Socialbakers (2014) it has 
been found that the values measured by us are several times higher than the values in the Socialbakers’ 
report. Based on these results we concluded that many advertisers spend money on advertising that is not 
effective. This finding therefore proves that it is critically important to properly define your target audience 
and at the same time offer a content that the audience deems relevant. It can be assumed that with 
changing communication preferences of the target audience, in the near future online Internet 
environment, specifically the environment of social media, will be the necessary part of the marketing 
strategy. 
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Abstract:  

The objective of this study is to examine the effect of government expenditure on private domestic investment 
in Indonesia. Based on the previous studies, there is no clear justification whether government expenditure is 
crowding in or crowding out the private investment. Using quarterly time series data during period 1985 to 2012, the 
empirical results show that government expenditure (total) is crowding out private domestic investment in both short 
term and long term. Specifically, government expenditure for public service is crowding out the private investment in 
both short term and long term. Unlike public services, the economic expenditure is crowding in the private investment 
in the long term. Moreover, health expenditure is crowding out the private investment in the short term while 
education expenditure is crowding out in the short term and crowding in in the long term. 

Keywords: government expenditure, crowding out, private domestic investment, error correction model. 

JEL Classification: E22. 

Introduction  
Investment is one of themain important pillarsof the economic development. Through investment, 

the capital flows to the country can be usedforbusiness improvements, improve the employment 
opportunities, support the production process and technological transfer, as well as access tointernational 
marketsthrough the export products. In order to improve the investment level of the country, the fiscal 
expansion is necessarily needed by the government. 

According to Keynesian economists, the fiscal expansion through an increase in government 
expenditure led to a better infrastructure, better health and education as a result of an increase in private 
investment. The reason is due to the fact that the government expenditure can reduce production costs 
and its consequences to the private investment. In other words, according to Keynesian, private 
investment becomes an important channel for the effectiveness of fiscal policy in promoting economic 
development (Ahmed and Miller 2000, Ahmad and Qayyum 2008, Hussain, et al. 2009). This argument is 
also in linewith Narayan (2004) showing that government spendingas a driving forceforprivate 
investmentwhich in turn drives the economic growth of the country. The positive role of government 
expenditure on private domestic investment is called the crowding-in effect. 

However, in practice, an increase in government expenditure is not always followed by the more 
intensive private investment. According to classical economists, an increase in government expenditure 
led to increase the interest rates and then decrease the private investment. This phenomenon is called the 
crowdingout effect of government expenditure. In other words, the crowding out occurs when the 
expansionary fiscal policy caused rising in interest rates, thereby reducing private expenditure, especially 
investment (Dornbusch, Stainley and Startz 2008). This process happens especially where public sector 
activities are financed through several loans that lead to an increase in market interest rates and the 
increase in the cost of capital to the private sector. As a result, an increasing in government expenditure 
over the cost or expense of private sector will have a negative impact on private investment (Hussain, 
Muhammad Akram and Lal 2009). Some other empirical studies that support the crowding-out effect of 
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government expenditure on private investment including Pradhan, Ratha and Sarma (1990), Ganelli 
(2003), Voss (2002), Narayan (2004), Kustepeli (2005), Basar and Temurlenk (2007), and Ang (2009).  

The objective of this study is to examine the impact of government expenditure on private 
investment in Indonesia during 1985 - 2012 periods. As presented in Figure 1, the relationship between 
the government expenditure and private investment in Indonesia is relatively ambiguous. Although there is 
a tendency of positive relationship of government expenditure on private investment in the recent year, an 
increase in government spending is not always followed by an increase in the private investment. The 
previous studies of Indonesia (see for example Kuncoro 2000, Hidayat 2005) showed that government 
expenditure has both crowding out effect on private investment and crowding in effect on private 
consumption, particularly in the short term. 
 

 
Notes:  (I) Private Investment and (G) Government Expenditure 
Source: Central Statistics Board and Bank of Indonesia, 2012  

Figure 1 - Private Investment and Government Expenditure in Indonesia,in billion Rupiahs (1990-2011) 

This study extends the analysis by dividing the total government expenditure into four specific 
utilizationof expenditure including public service expenditure, economic expenditure, health expenditure 
and education expenditure. Beside total government expenditure, in this case, all of the specific 
expenditure will be estimated separately to see their effects on private investment. This classification is 
similar to what Wang (2005) and Laopodis (2001) did using Canadian data in the previous studies. 

The outline of this paper is as follows. The second section discusses the research methodology 
used in this study. The third section discusses the empirical results. Finally, the fourth section concluded 
the findings. 
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Conclusions 
This study has examined the effect of government expenditure on private domestic investment in 

Indonesia, whether government expenditure is crowding in or crowding out the private investment. Using 
quarterly time series data during period 1985 to 2012, the empirical results show that government 
expenditure (total) is crowding out private domestic investment in both short term and long term indicating 
a potential inefficiency of government expenditure in both short term and long term. The results support 
classical hypothesis about crowding out effect. The crowding out usually happens when government 
expenditures are financed from loans that will more likely to lead an increase in interest rates that 
decrease the willingness of private sector to investment. 

Looking at specific components of government expenditure, public service expenditure is crowding 
out private domestic investment in both short term and long term. As most of the expenditure is generally 
for non-productive programs, such as debt interest payments program, subsidies and transfer payments 
programs, finance the executive and legislative, and also foreign affairs, so the impact on private 
investment is negative. 

Unlike public service, economic expenditure is crowding in the private domestic investment for long 
term. In practice economic expenditure includes productive expenditure such as infrastructures which 
encourage increased private domestic investment. This will also implied foreffectivebudget 
managementthat canprovidea multipliereffecton economic growth.  

Moreover, health expenditure is crowding out the private investment in the short term implying an 
inefficient allocation of government budget in terms of health. Meanwhile education is crowding out the 
private investment in short term and is crowding in for the long term. In the long term, it seems that 
education expenditure can stimulate a creation of qualified human resources that might attract more 
private investment. 
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Abstract:  
The main proposals from energy service companies (ESCOs) in the market are to be declared as savings of energy 

and money through the development and introduction of highly efficient technologies and continuous services for operation 
and maintenance. However, in the world one of the important components of the success and growth of the ESCO industry 
is the ability to organize and recruit for their projects financing from the private sector at market rates. This is an important 
point, to which you should pay particular attention when deciding on participation in energy service project.The principal form 
of energy contracts used in the world practice, presented stages of energy service contracts, identified obstacles and risks at 
each stage of the implementation of an energy service contract and possible reserves to cover them. The possibility of 
attracting financial and government organizations using different forms of financing becames more obivouslly. The main 
differences between energy service contracts from other types of financing energy efficiency measures. 

Keywords: energy service contracts, energy service companies, specialized Compensation Fund, forms of financing, the 
system realization of energy service contracts, risk groups. 

JEL Classification: G3, D29. 

1. Introduction  
Over recent years, the debate on public-private partnership has been growing actively in the Russian 

society. This subject attracts increasing attention both the government authorities and the business community. 
Attention to this type of interaction between businesses and the state is due to the ability to solve effectively the 
social, economic and other issues by combining the resources of these sectors. The partnership contributes to 
the overall development and prosperity through the implementation of projects that can not be performed by 
government authorities or private companies separately. 

The term public-private partnership (PPP) is a literal translation of the English one and has been used for 
a long time in foreign countries: France, UK, USA, Canada, Austria, Belgium, Denmark, Australia, Israel, Ireland, 
Finland, Spain, Portugal, Greece, South Korea, Singapore, the Czech Republic. Abroad the public-private 
partnership means the very wide range of business models and relationships. In the most general sense, the term 
is used for any use of private resources to meet social needs. Application areas for the public-private partnerships 
in foreign countries are very diverse. Cooperation between the partners takes place in the various legislative 
frameworks, with a diverse range of tasks and competence.  

The state becomes an equal share business partner supplying infrastructure services and regulating the 
projects implementation. Such public-private partnership becomes an alternative to the privatization of 
infrastructure with specific economic and social consequences. 

International practice of the partnerships shows that they can be formed in a variety of sectors: 
 Transport - construction, operation, maintenance, implementation of motion control systems and many 

other projects in the various transport sectors, including urban transport. 
 Housing and utility services - services for the population; operation of utilities (water supply system, 

sewerage); street cleaning, waste removal and recovery. 
 Ecology - establishment, maintenance and development of urban and country parks with the right to 

exploit natural resources and receive ecotourism income. 
 Real estate - construction and operation of public buildings and public housing in exchange for the 

building leasehold and participation in commercial projects. 
 Public peace and safety - ensuring traffic order and peace in public places served by private companies; 

parking arranging and service. 
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 Telecommunications - foundation of telecommunications infrastructure and service delivery to 
consumers. 
 Financial sector - attracting private insurance companies and asset management companies to operate 

with compulsory social insurance and public pension provision. 
 Education - construction and equipping of schools and other institutions by private companies receiving 

building leasehold and the right to develop the surroundings. 
Forms of the public-private partnership have different degrees of responsibility taken by the state or the 

private sector over for operation and maintenance, capital expenditures and the current financing, commercial 
risk; in addition they differ in assets owners and term of cooperation. 

In the modern literature there are many definitions of public-private partnership. The most complete 
definition, in my opinion, is the following: a public-private partnership is institutional and organizational alliance 
between government and business to implement socially important projects and programs in a wide range of 
industries - from manufacturing industry and R&D to service sector. (Nechaev and Prokopieva 2014) 
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Conclusion 
As it has been shown in foreign countries which have adopted the new generation laws on energy saving 

and energy efficiency, such as India, to form a full-fledged and sustainable energy services market it is needed at 
least 3-5 years. For this time there is occurred an identification and removal of gaps and contradictions in the 
legislation, preparation and implementation of pilot projects, development of methodological basis, the 
consolidation of the professional community, that is accompanied by pushing out the weak and unskilled players. 
The main role in this process is played not only by the government agencies as the FGBI “REA” of the RF 
Ministry of Energy, but also by the associations of energy services market participants able to represent centrally 
the attitude of the professional community. Relevant associations and partnerships have been established in 
Russia already, and they have taken the responsibility for control of these services quality, development of 
guidelines and standard solutions. Their activation shows that the domestic market development goes under 
scenario met the international practice. (Gabov 2003) 

However, such development is significantly hampered by the gaps and contradictions in the new laws on 
energy saving and energy efficiency, which in some cases block their implementation or the implementation 
results do not respond to the public policy goals. The main directions to improve the laws should be: 

 development of additional models of the energy services contracts for state and municipal needs, 
including contracts combining deliveries by installments and fees on the achieved energy savings, as 
well as providing for the savings measurement and verification by the way of calculation methods and 
a limited number of times; 

 detailing of various types (models) of energy service agreements (contracts) concluded in the private 
and public (municipal) sectors, depending on the distribution of financial risks arising for the customer 
and contractor providing the energy services; 

 detailing of the energy agreement (contract) terms associated with the transfer of the items of property 
from the contractor to the customer, as well as other provisions for which legislation detailing is 
required; 

 incentives for establishing and development of the regional and municipal energy service companies, 
as well as organizations with state and municipal participation (energy efficiency centers) providing 
methodological and information support for energy saving and energy efficiency at the regional and 
municipal levels; 

 introduction of the “white certificates” system as a measure of government control, and stimulating the 
energy services market development;  

 creation of instruments to encourage the development of programs on energy saving and energy 
efficiency and provision of energy services under the results of the energy inspections; 

 establishment of withdrawals under which meeting by the main budgetary funds managers 
requirements to reduce budgetary allocations by the state (municipal) institutions for the purchase of 
energy resources does not prevent them to conclude and execute the energy service agreements 
(contracts); 

 Indicating of cases to provide the investment tax credits and tax incentives for energy service 
companies. (Trubaev,Shirrime 2015) 

Thus, the use of energy service contracts has good prospects in Russia. It seems particularly important to 
use them in the public and municipal sector; that will enable during their implementation to solve the problem to 
manager professionally with public buildings. Overall management contracts in housing sector also have good 
perspectives. Even today, a number of companies managing apartment buildings seek for implementation of such 
contracts, and consider the contracts implementation as their competitive advantage. (Kursova, Sevriugina, 2013) 
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Abstract:  
The aim of the paper is to provide several quantitative measures concerning preference structure in a group decision 

making setting. These measures enable to assess group and individual discord, core preferences and outliers, or to find a 
consensus, where a consensus is defined as a preference with a minimum sum of distances to other preferences. Also, it is 
shown that a distance of a consensus to a median preference is upper bounded, which might reduce a search for a 
consensus significantly. 
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preference, preference structure.  
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Introduction 
The aim of collective decision making is to undertake the best (optimal) solution to a given problem by a 

group of experts in a given field. Group decision making is present everywhere where a committee, a board, a 
council, etc., has to carry out a decision. It occurs in many areas of human action such as economics, politics, 
environmental protection, education, civil engineering, medicine, military, etc., but it is also present in everyday 
family lives. For a brief review of past, present and future of group decision making see e.g. Kameda et al. (2002). 

Decision makers can express their preferences in many different ways. Given a set of feasible options 
(objects, alternatives, candidates, etc.), the most common preference formats include rankings of all compared 
options from the best to the worst, a selection of the best option only, or assigning each option its ‘value’ 
(expressed in points or marks, language variables such as ‘very good’, etc.). 

Ranking of options or selection of the best option (without ranking the rest) is a well-known setting from 
the social choice theory, where individual decision makers (DMs) are called voters, they choose among a finite 
set of candidates, and their preferences (rankings of candidates, usually without ties) are called votes, individual 
preference list or ballots. For an introduction to the social choice theory, see e.g. (Sen 1970, Fishburn 1973, 
Feldman and Serrano 2006, Wulf 2006, Taylor and Pacelli 2009, Myerson 2013). A winner of an election is found 
with the use of many different social choice functions or procedures such as plurality voting, Condorcet’s majority 
rule, Borda’s method of marks, Copeland method, Hare system, see e.g. Taylor and Pacelli (2009). All these 
methods satisfy some ‘reasonable’ properties, such as unrestricted domain, monotonicity, independence of 
irrelevant alternatives, Pareto efficiency, non-dictatorship, etc., see e.g. (Arrow 1951, Fishburn 1973, Wulf 2006, 
Taylor and Pacelli 2009). But, as shown by Arrow (1951), none method satisfies all of them if there at least two 
decision makers and at least three alternatives (see also Gibbard–Satterthwaite theorem). Also, some social 
choice procedures are susceptible to voting paradoxes, such as Condorcet’s paradox; see e.g. (Saari 2000, 
Felsenthal 2010). 

While the literature on social choice theory focuses mainly on examination and comparison of social 
choice functions (procedures) under different conditions, the orientation of this paper is slightly different. It 
focuses on an evaluation of a structure of decision makers’ preferences, and a relationship between this structure 
and a group consensus, because it is the structure of preferences that determines whether achieving a group 
consensus is possible (and whether this consensus is unique).  

In this paper a consensus is defined as a preference which minimizes the sum of distances to all 
preferences provided by DMs. In this sense a consensus is an analogue to the geometric median, which is 
defined as a point in an n dimensional Euclidean spaceEn, minimizing a sum of distances to a given (finite) set of 
pointsfrom En. However, in this study this concept is extended to all spaces endowed with a metric function, 
called decision spaces, such as a space of all permutations Sn of the order n, a space of pairwise comparison 
matrices, etc.  

As mentioned before, DMs’ preferences determine the result – the consensus. The aim of this paper is to 
provide several new measures and concepts enabling to evaluate a structure of decision makers’ preferences, 
and to show how to use it in finding a consensus especially if the decision space is discrete (for example Sn). 
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The paper is organized as follows. In section 2 basic concepts and notation is introduced. In section 3 
some theoretical properties are examined and section 4 provides numerical examples. Section 5 provides a brief 
discussion of well-defined and ill-defined problems and in section 6 some possible extensions to the proposed 
approach are discussed. Conclusions close the article. 
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Conclusions 
The aim of this paper was to introduce several measures for an analysis of decision makers’ preferences 

in a group decision making environment, which is a rather neglected issue in the literature. By the proposed 
measures a disagreement of each preference (each decision maker) can be assessed, so decision makers with 
the highest disagreement within a group can be identified, and asked to revise their opinion. Also, analysis of 
preferences can reveal ill-defined problems before a (futile) search for a consensus begins. Furthermore, the 
distance theorem (Proposition 1) bounding the maximum distance between a pivot and a consensus was 
introduced. The theorem facilitates search for a consensus especially for discrete spaces (for example for 
permutation spaces), as it reduces the searching space significantly. A simple procedure for dealing with ill-
defined problems was proposed as well, though, of course, some unsolvable cases will persist. 

The proposed approach can be easily extended to cases with preferences not only in the form of ordinal 
rankings or real numbers, but also to cases with fuzzy preferences, fuzzy numbers or linguistic variables. Also, it 
can be extended to a multiple criteria environment. In such a case preferences can be analyzed for each criterion 
separately, or for all criteria at once after an aggregation step takes place.   

The future research might focus on the problem of the existence of a unique consensus. Vardi and Zhang 
(2000) showed that a unique consensus (unique geometric median) is achievable if all data points (in En) are not 
collinear (no three points lie on the same line), but no general result is known at present. Furthermore, as shown 
in Fiedor and Mazurek (2011), with growing differences among preferences (with growing entropy) a unique 
consensus is less likely to be achieved. The ultimate goal towards this direction might be to find general 
conditions (concerning a structure of preferences) under which a unique consensus exists or cannot be achieved, 
respectively. 
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Abstract:  
The existing empirical literature is ambiguous in findings on how the level of industrial concentration is related to the 

international competitiveness of the industry. This relation can have a different nature and can be explained differently 
depending on size and degree of openness of particular economy. In this article we examine the relationship between 
industry structure and international competitiveness for a panel of 10 key industrial sectors over the period from 1999 to 2014 
in the Slovak Republic that is considered to be small, open and export-oriented. The results indicate that international 
competitiveness improves with a change towards a more concentrated industry structure. 

Keywords: industry structure, Herfindahl–Hirschman Index, international competitiveness, revealed comparative advantage. 
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Introduction  
Studies of the industry structure – performance relationship are numerous, beginning with the pioneering 

work of Bain (1951) who tested the major hypothesis that the profit rates of firms in industries of high seller 
concentration should, on average, be larger than those of firms in industries of lower concentration, and definitely 
not ending with the work of Martin (2012) who examined mainstream industrial economics view in light of recent 
studies of the market structure and market performance relationship in specific industries. Many of the recent 
studies, however, recorded departure from industry and spotlight on banking sector such as Park (2012), 
Behname (2012), Zhang, Jiang, Qu and Wang (2013), Ferreira (2014), among others.  

Whereas, in the centre of our attention is assessment of international competitiveness and its influencing 
factors, we were seeking for studies focusing on this issue. Already Pickering and Sheldon (1984) pointed out 
that more attention needs to be paid to the international trade flows as important measures of industrial 
performance. However, the scope of works focusing on a relationship between industry structure and 
international competitiveness as a measure of performance is substantially narrower, with rather contradictory 
findings.  

Hence, the different views on the relationship between domestic industry structure and international 
competitiveness, as well as the lack of related empirical findings in the context of small economies, led us to 
analyse the general trend of industry structure evolution and its relationship to international competitiveness in 
conditions of major industrial sectors in the Slovak Republic at a high level of aggregation. The share of exports 
of goods and services from the Slovak Republic reached 92% of GDP in 2014. Thus, the Slovak economy is 
generally considered to be small, open and export-oriented.    
Literature review 

The existing empirical literature is ambiguous in findings on how the level of industrial concentration is 
related to the international competitiveness of the industry. Empirical studies related to the topic outlined often 
rely upon the theoretical framework developed by White (1974), who tried to demonstrate that there are 
theoretical reasons to expect a relationship that runs from the domestic market structure to foreign trade flows. 
Various arguments support either a positive or a negative relationship on the basis of the industrial organization 
theory.  

On the one hand, Glejser, Jacquemin, and Petit (1980) found (on a sample of Belgian firms) that domestic 
concentration puts rather a brake on export rates. Similarly, Pickering and Sheldon (1984) concluded that higher 
or increasing levels of concentration are associated with weaker international trade performance of British 
industries. The results achieved by Donghwan and Bruce (1997) showed that domestic seller concentration of US 
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food manufacturing industries has a negative influence on global market performance in the case of 
homogeneous goods, but has negligible effects in the case of differentiated goods. The evidence found in the 
study of Zhao and Zou (2002) performed in conditions of Chinese manufacturing firms suggests that industry 
concentration exerts a negative influence on both export propensity and export intensity. These findings are in 
principle in accordance with theoretical postulates of Porter (1990) who concluded that the presence of strong 
local rivals is a powerful stimulus to the creation and persistence of competitive advantage. According to him 
domestic rivalry creates pressure on companies to innovate and improve. Thus, fragmented industry structures 
connected with competitive pressures seems to be better drivers of international competitiveness.  

On the other hand, the efficiency hypothesis (Demsetz, 1973) argues that concentrated industries are 
results of more efficient firms´ growing at the expenses of less efficient ones. Thus firms in highly concentrated 
industries shall be more likely to export than those in fragmented industries. Utton and Morgan (1983) found an 
association between high concentration and high exports; however, they also found a link between high 
concentration and slow growth in exports, especially where the influence of multinational companies was limited. 
Hamilton (1997) supported the view that dominance in the domestic market of New Zealand manufacturing 
industries is associated with superior trade performance in terms both of higher export growth and lower rates of 
import growth. Several similar results were detected in regard with the size of the company as one of additional 
structural variable characterizing industry structure besides concentration itself. Findings of a research project 
conducted on 7000 German manufacturing companies showed that the probability that a company will export 
increases with the size of the company (Wagner, 1995). Equally Šuštar (2004) in conditions of Slovenian 
companies found that a statistically significant dependency between the size of a company and the share of 
exports in the total sales of company did exist. However, he also pointed out that there are also other factors in 
addition to company size that influence the export intensity of companies. Interesting cross-industry study was 
performed by Lin and Huang (2014) who assessed the impacts of banking market structure on industrial exports 
and found that a more stable and concentrated banking system is important to the exports of those industries that 
rely more on external finance. 

Since the theoretical answer to the relationship between industry structure and international 
competitiveness is less than clear, the answer has to come case by case. It is reasonable to assume that the 
relationship can have a different nature and can be explained differently depending on size and degree of 
openness of particular economy. As explained by Gal (2001) unique economic characteristics of small economies 
create a basic conflict between productive efficiency and competitive conditions. Small size sharpens the 
dilemma between whether an economy would be better off with higher concentration to permit more efficient 
scales of activity or with lower concentration for better allocated efficiency through competition.   

In the absence of conclusive findings in this area of research, we examine the unique environment of 
small and open Slovak economy to determine which arguments are more likely to be valid in the Slovak context.         
  



Journal of Applied Economic Sciences 
Volume X, Issue 5(35), Fall 2015 

 

 
 

Conclusion 
The paper introduced conflicting views on the relationship between domestic industry structure and 

international competitiveness of key industry sectors within small open economy. The results show that 
increasing industry concentration has positive effect on international competitiveness of industries. This seems to 
be valid for economies with relatively small internal market with the resulting need to enable firms to grow to 
relatively large size in order to realize necessary efficiency and bear the risks on international markets.  

However, our findings have limitations with regard to the identification of small or statistically non-
significant relationships by analysing concentrated and fragmented industries separately. We assume that the 
analysis of the relationship between industry structure and international competitiveness at lower levels of 
aggregation may bring moderately different results depending on the nature of the particular industry. 
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Abstract: 

Corporate governance beliefs generally employ the recreation of an essential role to determine business bankruptcy. 
Our research objective is to examine the relation between corporate governance related to the board structure and the 
bankruptcy of Thai IPO (Initial Public Offering) companies based on agencytheory. In this paper, we evaluate 272 companies 
consisting of 250 survivors and 22 non-survivors. We use the survival analysis by Cox and the proportional hazards 
technique to find a predictable bankruptcy pattern using our hypotheses. Our results indicate that the board size, the 
proportion of independent board members, the proportion of board committees, the leadership structure, the ownership 
concentration and the company age are statistically significant factors in decreasing the hazard of IPO bankruptcy. 
Otherwise, ownership concentration alone has an increasing risk effect on IPOs bankruptcy. 
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Introduction 
Most capitalist business operations today have the main goal of earning maximum profit (Smith 1776). 

Therefore, amidst higher competition, the companies have been pressured by various factors; these are driving 
forces causing them to use any possible means to achieve their intended goals. For example, intent to change 
accounting numbers exists, using the flexibility of generally accepted accounting principles, customized to senior 
executives’ desires. This is shown by AIG, which manipulated its company’s financials to show earnings of more 
than 1.7 billion USD over its actual number by creating a plan to establish insurance companies in other countries 
]to which to transfer company losses (SEC News Digest, 2006). In another case in 2002, WorldCom manipulated 
3.85 billion US dollars in financial data. Consequently, the company achieved 1.38 billion US dollars in net 
revenues in 2001 instead of suffering losses. These corporate behaviors have caused a lack of confidence in the 
stock market and management systems, causing a capital outflow from the USand impacting the country’s overall 
economy. This behavior also called the lack of transparency in financial statements of other companies into 
question (Leahy 2009). This may not reflect the actual economic events including corporate governance 
violations.  

Thailand had improved and transformed its systematic business operation structure into the Western 
model to be more appropriate, (Keong 2002, Khan 2004) after experiencing a major crisis in 1997. This crisis 
caused bankruptcies for nearly 50 of the listed companies on the stock exchange market because of weak 
business operations that had no corporate governance (Dhnadirek and Tang 2003, Limpaphayom and Connelly 
2004). The concept of "corporate governance is the relationship between various parties used to make decisions 
in the operation and direction of the company". 

Corporate governance focuses on structures for operating the business and managing the firm; this 
involves the relationships between a company’s controlling systems and the roles of the board of directors, 
shareholders and stakeholders (Hong Vo and Minh Nguyen 2014). The corporate governance structure consists 
of three primary groups of people: shareholders, board of directors and the executive. Their roles involve groups 
of secondary people, including stakeholders, the audit committee and the independent committee (Monks and 
Minow 2008). The Stock Exchange Market of Thailand has introduced 15 principles of corporate governance to 
listed companies in 2006. These are comparable to the corporate governance of The Organization for Economic 
Co-operation and Development: OECD (The Organization for Economic Co-operation and Development, 2004), 
which is a model of law and practice for the governance of government and the Stock Exchange. Many 
researchers have noted the mixed format for proper corporate governance for developing countries. In addition to 
compelling high quality in the capital markets, strong corporate governance also reassures investors to believe 
that a company will effectively exist (Roberto et al. 2008). 
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This study focuses on investigating the relation between the board structure of IPOs, called ‘Initial Public 
Offerings’, and the likelihood of company bankruptcy. IPOs are referred to as the initial public share offering of a 
company. The company may require expansion funds for its budget or may want to distribute its shares to the 
general public. The data on the structure of the Board of IPOs are clearer and more specific than those of 
companies previously in the stock market. Survival analysis methods are used to analyze the impact of the board 
structure because of the belief that every company would want to operate in the long-term. In addition, this 
method is effective for the analysis and is not vague (Chancharat et al. 2012). 

Our results indicate that the board size, the proportion of independent board members, the proportion of 
board committees, the leadership structure and the company age are statistically significant to decreasing the 
risks to an IPO’s bankruptcy. Otherwise, the ownership concentration solely has an increasing risk effect of IPOs 
bankruptcy.This paper is structured as follows. First, we review previous studies regarding board structure and 
corporate governance to develop our hypotheses. Second, we present our data and methodology. Third, we 
present our empirical results and interpretations. Finally, we offer our discussion and conclusion for development 
of future research.  
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Discussion and conclusion 
Our study examines the relevance between corporate governance and the board structure and the 

survival of IPOs using variables based on agency theory. We employ the survival analysis model by using the 
Cox proportional hazard technique to estimate 272 IPOs that exclude financial group. There are 250 surviving 
companies and 22 non-surviving companies. Our results, which indicate that board size, the degree of board 
independence, the composition of the board committees, the leadership structure, ownership shareholder and 
company age, are statistically significant with a decreasing hazard of IPO bankruptcy. Otherwise, ownership 
shareholder alone has an increasing risk effect on IPO bankruptcy.  

The board size finding is consistent with the work ofHaniffa and Hudaib (2006) regarding the relation 
between board size and the performance of Malaysian listed companies. Because the company’s performance 
can refer to survival situations, which companies with large board will high performance and more expert director. 
The study is inconsistent with a study by Fich and Stezak (2008) we showed that a small board size has lower 
bankruptcy risk than a company with a large board. However, a paper by Tachapichaya (2007) found that the 
relationship of board size and performance for an industrial group company is not affected because these 
companies have different characteristics. The proportion of independent board members is consistent with the 
work of Jiamsakul (2007) and reduces the agency problem. This is consistent with agency theory and causes a 
performance increase. Agency theory indicates the relation between the principal and agent such that the agent 
(executives) takes over duties of the principal (shareholder) as long as the agent oversees the administration 
consistent with achieving the highest benefits for the principals. The relationship between these two parties will be 
fine. However, if the objectives and benefits of the principal and agent are not consistent, a problem will occur for 
the agent. Having independent committees in the administration to balance the powerand examine administration 
operations to achieve business goals will reduce the agent problems as observed for independent variables: the 
composition of the board committees, the leadership structure, ownership and share holder are associated with 
survival with statistical significance. 

Inthe future, wewill study the relevance of the proportion of independent board members and survival of 
the company by comparing the old rules under the Securities and Exchange Commission (SEC), which is a board 
with not less than three people and new rules to increase the proportion too nein three on the board. The SEC 
rules specify that the composition of the board committee is not less than three persons and that not less one 
person is a financial specialist. Our finding regarding the composition of the audit committee is consistent with the 
work of Beasley and Salterio (2001) which showed that an organization with an audit committee will create a 
reliable annual report. The result of the dual leadership structure is consistent with the work of Palmon and Wald 
(2002), who finds that he same position between chairperson and CEO are increases Tobin’s Q for complex firms 
and make high cost when firms that practice separate position will a more difficult time to recruitment new CEOs 
(Larcker and Tayan, 2011). But the study is inconsistent with the work of Coleman (2007), who described the 
agent problem when the chairperson and the CEO is the same person in companies in South Africa, Ghana, 
Kenya and Nigeria. Our finding of ownership concentration is consistent with the work of Chitnomrath et al. 
(2011), who presented that the concentration of share holders increased the company’s risk of bankruptcy in 
Thailand before a bankruptcy occurred during a financial crisis. Finally, the finding of company age is consistent 
with the work of Hensher et al. (2007) in terms of the relationship between age and financial failure; age refers to 
the company’s experience. This occurs because a high company age means there is stronger experience than in 
a company with a low age.  

For future research, we will separate the board size data into small, medium and large boards to examine 
the relevance of IPO survival (Chancharat et al., 2012). The proportion of women on boards is an interesting 
variable that may have an effect on IPO survival; therefore, we will also use this variable for empirical results. 

The limitations of this study were the use of the IPO sample referencing new companies listed on the 
stock exchange. The operating results may be unstable. However, this study focused on the committee structure 
to obtain a count of the board members; this has not changed from the companies that entered the stock 
exchange earlier. This led to a determination of the time at which the companies were listed. 
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Abstract:  

The aim of the present article is to reveal the peculiarities of assessing the impact of innovations on the cost of the 
company capital. According to scientific and methodological approaches presented in this article, the innovation process is 
represented by the complex events that can be decomposed into factors as a result of the analysis of the principal 
characteristics and forms of innovation. This approach allows using the available statistical tools to identify the most 
important factors affecting the growth of the company value. The company valuation is carried out on the basis of 
assessment of the impact of factors on the innovation process as a result of which the company value may increase. On one 
hand, this allows to provide a set of key financial indicators characterizing the results of the innovation process and, on the 
other hand, correctly assess the future economic benefits of the company as a result of innovations. 

Keywords: innovations, innovation cost factors, economic growth, peculiarities of the innovation assessment, terminal value, 
and innovation value. 
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Introduction  
The identifying feature of the innovation economy is the presence of a significant number of companies, 

the market value of which is several times higher than the book value of the assets in some cases. This is due 
to the intellectual capital of the company, the ability to use the surrounding events in own interests, to 
effectively combine the available resources. Thus the initiation of the innovation process in the company is 
carried out in order to ensure the quality of economic growth in the future, which cannot be achieved at the 
expense of minor improvements, copying and pseudo-innovation. Innovation cannot be copied, which involves 
the creation of a unique structure of the business operation and, from an economic point of view, the formation 
of modified forms of financial relations in the process of implementing innovations due to the influence of a 
new set of factors which are manifested in practice both in the explicit and latent forms. The financial 
mechanism is intended to assess the prospects for the initiation of the innovation process and provide 
economic assessment of the methods used to ensure the effectiveness of the implementation of innovations. 

Within the framework of the International Valuation Standards (IVS 2013) there are three approaches 
(income, comparative, cost approaches) and their use is regulated by the following three conditions: the 
presence of reliable information about future income and expenses of the assessment object, reliable 
information on prices and characteristics of the similar objects, the possibility of replacing by the exact copy 
based on the beneficial properties of the object taking into account the capital depreciation. In view of the 
logical contradiction between possessing unique properties and lack of information on innovations, within the 
scientific approaches we offer methods for assessing the object that involves making reasonable forecast of 
key financial indicators of business operation. In addition to the forecast, there is a problem of standardization 
of a set of financial indicators of the business activity for assessing the results of the innovation process. 
Ensuring long-term trends of increasing the economic growth for a long period of the company activities seems 
difficult to achieve for its owners, shareholders and management team. In conditions when the company aims 
to achieve sustainable and irreducible growth rate, by means of monotone business improvement 
(strengthening the role of scientific and technical progress, reorganization, introduction of a new improved 
system of management processes, the use of a new type of raw materials, the use of "non-standard" 
marketing strategy, etc.), it becomes impossible to correctly assess the innovation in the legitimate field and 
from the scientific perspective to identify the key indicators of the company operation, which act as a 
confirmation of the validity of decisions in order to maximize the value and use the financial resources for 
initiating and further development of the innovation process in the discussion between the owners and the 
executive body of the legal entity (management and leadership) of the company. 

1.1. The level of the topic scientific development 
It should be summarized that there is an information field relative to existing approaches to estimating the 

cost of capital on the basis of key performance indicators and with the subsequent decomposition of these 
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indicators to the elements in order to determine the factors affecting the performance of the company. In this 
regard, we relied on the works of the following authors: Rutgayzer (2008), Pratt (2000), Griffit (2000), Gregori 
(2003), Sharp (2001), Damodaran (2008), Kooler (2005, 2010), Kouplend (2005), Gordon (1959), Shumpeter 
(2008), Drucker (1985, 2007), Taker (2006), Howkins (2007), Hargadon (2007), Mensh (1975), Twiss (1989), 
Bass (1969), Valdaytsev (2013). In this case, the selected factors are not united under a single logical framework 
(innovation), the selection of factors depends on the used assessment model (Kouplend, et al., 2005; Koller, et 
al., 2005), Volkov (2008)) and thus the set of factors affecting the value of the company as a result of innovation 
is insufficient. Definition of innovation factors and the development of the adapted model for the selection of key 
factors influencing the financial results after the initiation of the innovation process are of immediate interest. 

The works of Damodaran (2008) provide and describe a number of approaches to the company valuation, 
but the works which provide approaches to the assessment of startup companies in lack of information content 
with respect to the estimated object are considered especially interesting from the point of view of the innovation. 
In these works it was also suggested to divide periods of active and stable economic growth. We also looked 
through an interesting dissertation research – the work of Dubrovin V.V. "Valuation of high-tech companies at 
various stages of development" (2009), in which the author offered the model of valuation of high-tech companies 
unified for all stages of the life cycle on the basis of the modified approach to evaluating options. Although this 
methodological approach is problematic regarding the selection of the factors influencing the innovation process 
in the organization. 

In matters of the selection and assessment of factors we should note the research of Rappaport (1998), 
who described the seven drivers of the company value. The scientific views on the features of the selection of the 
main factors affecting the company value were provided in the works of Sheremet (2006), Valdaytsev (2013 et 
al.), Volkov (2008), Kouplend (2005 et al.). 
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Conclusion 
Using the proposed scientific and methodological approaches to the assessment of innovative factors for 

practical purposes is based on assessing the impact of a set of factors on the results of the innovation process, 
therefore, due to the set of indicators and their semantic content the use of a mathematical model is limited and 
can be used for the innovation process only. The issie on the use of a different set of factors in the model is still 
open, we assume that it is possible to use of the proposed mathematical model for alternative specifics of the 
company being assessed. 

From the viewpoint of the company owners, mentioned methodological approaches for assessment of 
innovative factors allow to identify key factors and assess the quality of the growth of the company value resulting 
from the operation of the innovation system in the company. These events allow to control the quality of the use 
of financial resources from the perspective of the development of innovations in the company. These proposals 
on assessment of innovative factors are discussed between the company management and the owner in order to 
ensure the company's competitive advantages in the future by improving the functioning of financial mechanisms 
directly involved in the innovation process. 

From the point of view of investors, assessment of innovative factors allows to assess the impact of 
innovations on the change in the company value in the future. At the same time investors, using the results of the 
assessment, will be able to make correct conclusions on activities that ensure the quality of growth in the 
company value, as a part of the innovation process. 

Under the proposed approach it has been found that the use of the linear regression model is possible. 
Nowadays it is not possible to use non-linear models within the proposed approaches, but there are preconditions 
allowing to assert that this technique can improve the informativeness of the assessment results. 
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Abstract:  
The examination of the skills` details was based on a set of questionnaires that were trying to point out the 

importance of skills especially for the marginal entrepreneurs, who may found themselves on the crossroad. The introduction 
towards the survey, sampling and method of factor analysis and PCA was introduced briefly. The methods were introduced 
in order to employ the methods for achieving the four factors out of the 20 skills examined in total. Skills were classified into 
the factor groups and named. These details were set in the framework of the entrepreneurial skills “DNA” that are applicable 
preferably in the region, where the survey was carried out. The framework allows us to claim some recommendations for the 
students and teachers and other stakeholders involved in the process of entering the regional labour market. The turning 
point or the crossroads are mostly with some signs, the one uncovered was labeled as independency factor. 

Keywords: regional development, management, principal component analysis. 

JEL Classification: J53, R23 

Introduction  
Most of us have the dream of the dream job. Often it is related to freedom of decision, which than overlaps 

or leads to one possible option of achieving that dream, which is becoming an entrepreneur. Similar intentions 
have been found when talking to students as potential entrepreneurs along our career at university. They prefer 
independence to employment loyalty and conformity until they have to choose between security and uncertainty. 
These discussions among students about their future employment or self-employment (Blanchflower & Oswald 
1998) have led to a question of the distribution of skills such as: self-confidence, stress tolerance and the like. 
Similar study was done for several European countries (Stefanescu, On 2012) using Principal Component 
Analysis (PCA) method. This method shall be applied in this paper in order to achieve the following contributions: 
(1) Examine details of the skills selected in a set of questionnaires that were trying to match the tertiary education 
skills. This is the starting point of the paper – section 1. Those skills could be the key aspect that leads to decision 
of taking up the entrepreneurial route and be self-employed after finishing school. (2) The introduction towards 
the survey, sampling and method of PCA and factor analysis was introduced briefly. The methods used were 
shortly discussed in section 2, for instance in line with the authors (Veinand, Godefroy, Adam, & Delarue 2011) or 
While preparing data for PCA and Factor analysis (FA) as described above, we have been considering the ordinal 
data and its traits (Bartholomew 2002, Magidson and Vermunt 2004). (3) This details were set in the framework of 
the region that some authors consider to play “a critical role in innovative entrepreneurship” (Vaz, Nijkamp 2009). 
The framework, presented in section 2, allows us to claim some recommendations for the students and teachers 
and other stakeholders involved in the process of entering the regional labour market. The turning point or the 
crossroads are mostly with some signs that are discussed in section 3. 
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Conclusion  
The marginal entrepreneurs and entrepreneurs were examined in terms of opinion about their skills. Both 

groups are managing themselves in their struggle for the dream job. Often it is regarded as a job, where you are 
independent. This was found to be true and at the same time it was measured by the unobservable variables to 
what extent you ought to be independent, because it includes several factors (IF1-IF10). The ten factors account 
for the meaning of independence in real life of an entrepreneur. It is also included in the management of skills, 
where you can concentrate at some skills each at a time or overall as a factor. The financial factors (FF1-FF5) are 
self-evident as crucial for the entrepreneurship. Communicational factors (CF1-CF4) are considered for self-
evident too, but often neglected in the personal development. Even in other occupations, a professional starts 
working with a “lump sum” (because skills can be turned into money) of his (hers) set of skills after the graduation 
(Kaňková 2010). Later (s)he founds him(her)self in the routine, which may bring some positive as well as negative 
aspects for the job performance. This is way the skills management is important for the career during the life-time 
(Horváthová 2011).  

The overall an analysis found the possible characteristics for skills that were gauging how much do you 
diverge from “goal of the dream job” at the turning point towards business or entrepreneurship. The four artificial 
(unobservable) variables could be used as predictors with the regression analysis, but the scale of the paper is 
rather limited thus it remains as an intention for further paper, which can also focus on the interrelating factors 
(IRF1, IF10, CF4) However, in essence this is what was accomplished by factor analysis, which applies to the 
region covered by the survey. 

The crossroad many of us have been through, finding the right position or your own way in life, the turning 
point to entrepreneurship does not have to take place from school necessarily. The time for the turning point may 
come later or sooner in your life. But it would be most probably influenced by some of the factors mentioned in 
the paper.  
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Abstract: 

The contactless payments are novel technology in the fields of electronic banking, electronic finance and electronic 
payment systems. Contactless payments are electronic payments using radio-frequency identification (RFID) or near field 
communication (NFC) provided by various devices at point-of-sale terminal with contactless payments allowed. The most 
providers indicate contactless transactions being approximately twice as fast as cash or standard payments by credit or 
debit card. Multiple studies worldwide investigate the acceptance of various electronic banking technologies among 
customers based on various factors and attributes. The most of the studies investigate consumer acceptance of any 
electronic banking technology by using of the Technology Acceptance Model. This study uses technology acceptance model 
with adjustments for investigation of the contactless payments acceptance in conditions of Slovak market. The data for 
model testing was gathered by questionnaire survey conducted among potential Slovak contactless payments users. The 
hypotheses based on the developed of model were tested using the factor analysis of gathered data. The results of analysis 
indicated positive effect of perceived usefulness, perceived ease of use and perceived security on consumer acceptance of 
contactless payments. The amount of information about contactless payments and perceived enjoyment were not identified 
as statistically significant factors of contactless payments acceptance. 

Keywords: contactless payments, acceptance, technology acceptance model, RFID, NFC. 

JEL Classification: G29, L86 

Introduction 
Information and communication technologies (ICT) are rapidly developing, bringing innovations also in 

areas that operated for decades or even centuries in the same way. ICT revolutionized banking and mainly 
transactions by introducing various forms of electronic banking. Development of ICT used in electronic banking 
area brought us the possibility to replace coins, bank notes, bank checks or embossed cards in combination with 
imprinters with electronic payments systems. The latest innovation in area of retail consumer payments is called 
contactless payment. 

Contactless payments are electronic payments using radio-frequency identification (RFID) or near field 
communication (NFC) provided by various devices. Payment cards, smart cards, pay stickers, key fobs, 
smartphones or some other mobile devices and are some examples of the devices which might provide 
contactless payments. Contactless payment systems include embedded chip and antenna that allow performing 
of payment by inclosing payment device in short range of point-of-sale (POS) terminal adapted for contactless 
payments. 

The most suppliers adduced that contactless transactions are approximately twice as fast as cash or 
standard payments by credit or debit card. This is so because no PIN or handwritten signature verification is 
generally needed. On the other hand, contactless payments are the most often limited. Furthermore, consumers 
can block any further contactless transactions in very short time period to prevent occurrence of any fraudulent 
activities. The limits of contactless payments are around 20 € to 30€ (or equal amount in local currency), making 
them ideal for retail users. Therefore mainly fast-food chains, gas stations and retail stores, where lots of small 
payments are performed, adopted contactless payments as first. 

Firstly (around year 2008) contactless payments were introduced into praxis via cards, stickers and fobs 
using RFID chips. Slightly later (early 2010) also contactless payments via NFC technology in mobile devices 
were inducted in everyday life. Major card companies (MasterCard, Visa) also supported this extension of 
contactless payments into area of smartphones and other mobile devices. In mobile contactless payments, 
secure SIM cards are used to store encrypted personal information. Contactless payments use the same 
framework as normal card transactions. Payment limit on single transactions protects users from more extensive 
PIN-less transactions abuse in time shortly after theft of card until owner blocks it. In addition to that, some 
contactless cards can only be used without PIN for a number of times before insertion of PIN is required. In some 
cases, certain financial amount of transactions without PIN required during period of time is allowed until PIN 
verification is asked by the system. Furthermore, fraud guarantees in the case of contactless payments are the 
same as of standard payments. Another precaution is that first payment with newly issued card is not allowed to 
perform without PIN authorization in order to detect if contactless card was delivered to the intended card holder. 
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Contactless payments bring question as all novel electronic banking technologies, how fast and 
successfully will they be accepted and used by consumers. 
Literature review 

Contactless payments are specific part of electronic banking or electronic finance and electronic 
commerce. Researchers were investigating various areas related to contactless payments such as whole field of 
electronic banking or electronic payments. First group of researchers investigated trust in electronic banking and 
electronic finance adoption. Hawkins and Sato (2004) indicated that all technical and non-technical aspects 
oftrust in electronic finance must be addressedby financial services’ providersto promote their acceptance. Dráb 
(2011) adduced that trust building is key issue in electronic commerce environment. Bálint et al. (2011) identified 
that electronic identity as important prerequisite of e-finance acceptance by consumers. Simpson (2002) indicated 
that financial and payment services providers should create and enforce reliable security policy and procedures to 
promote trust in their services. Available information on electronic payments influences consumers in decision to 
adopt technology of electronic finance (Claessens et al., 2002). 

Another group of studies is dedicated to investigation of the consumer acceptance of various technologies. 
The most considered studies were devoted to customer adoption of electronic banking (in some of forms). The 
most of these studies are based on the Technology Acceptance Model (TAM) developed by Davis (1989) on 
basic factors of perceived usefulness, perceived ease of use and awareness of given technology. Pavlou (2013) 
confirmed TAM as reliable instrument with very good measurement properties and empirical soundness. TAM 
also allows explanation of a substantial proportion of the variance in usage intentions (Venkatesh and Davis, 
2000).  

In later studies TAM was further extended by other specific aspects of given technology investigated. 
Pikkarainen et al. (2004) detected web information on electronic banking service being also significant factor 
affecting its acceptance. Cheng et al. (2006) used Technology Acceptance Model for investigation of internet 
banking adoption indicating that TAM robustly predicted consumers' adoption of internet banking. Teo et al. 
(1999) extended TAM also with perceived enjoyment as factor of motivation to use information system. Suh and 
Han (2002) detected significant impact of security on acceptance of internet banking. Results of Qureshi et al. 
(2008) showed highly significant effects of perceived usefulness and perceived security of online banking and 
payments on customers’transition from traditional banking to online banking. Geetha and Malarvizhi (2011) found 
that increasing level of security increases also acceptance of electronic banking services. In contrast, Pikkarainen 
et al. (2004) did not detect significant effect of security on the e-banking services adoption. Also results of 
Widjana and Rachmat (2011) did not show influence of security on acceptance. 

Alsajjan and Dennis (2006) found a significant impact of trust on users’ willingness to use electronic 
payments and sensitive information related to these payments. In later study (Alsajjan and Dennis 2010) they 
detected perception of electronic transactions as easy and safe is crucial for internet banking and electronic 
payment adoption. The influence of privacy and security on electronic banking adoption and was investigated 
also by Grabner-Kräuter and Faullant (2008). They confirmed influence of privacy on risk perception and 
customer attitudes towards electronic banking. Banks in general should build up their innovative reputation. 
Obtaining positive word of mouth will enhance the positive their perception by potential customers and improves 
the trustworthiness of given banks. 

Dahlberg et al. (2003) investigated acceptance of mobile payments and detected perceived ease of use, 
perceived usefulness and trust as its significant factors. Zmijewska et al. (2004) classified mobile payments 
systems and investigated factors of security, simplicity and costs. Schierz et al. (2010) detected perceived 
compatibility as very significant factor of mobile payments adoption.  

New users when adopting contactless payments seek their speed and usefulness. On the other hand, they 
might fear of possible security issues of contactless payments use. All these factors might influence decisions of 
potential users to contactless payments. Kočišová (2014) found that the use of credit cards has significant impact 
on banks efficiency. Cards with contactless payment capabilities were not investigated in Slovakia specifically, 
although they might increase the efficiency of payment process and therefore also bank processes. The question 
of acceptation of contactless payments not only in form of card payment but also in form of mobile device 
payment in Slovak conditions will be investigated in this article. The Slovak contactless payments’ market is 
rapidly developing during recent years. According to major card companies (MasterCard, VISA Europe) Slovakia 
is among top countries in contactless cards and terminals penetration in Europe. At the end of 2014, over 65 
percent of payment cards in Slovakia allowed contactless payments (Visa Europe, 2015). Banks in Slovakia also 
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distribute other mobile devices like key fobs and payment stickers among their clients increasing their possibilities 
to pay using contactless payment systems. Moreover, card companies (Barnett 2012) indicate that consumers 
are spending more because of the ease of small transactions with contactless cards at rate about 30%. 

In the case of NFC contactless mobile payments penetration in Slovakia is much lower. Only two major 
banks in Slovakia provide such payments to its clients. Contactless payments using mobile phones occur in small 
scale, but numbers of payments are increasing permanently with rise of new mobile phones with NFC options 
integrated. While the investigation of Slovak electronic banking acceptation regarding internet banking and mobile 
(smart) banking e-banking was conducted (Vejačka 2014), the investigation of acceptation of contactless 
payments in particular is still missing. Our investigation will be aimed at consumer acceptation of contactless 
payments in Slovak conditions. 
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Conclusion 
This study investigated consumer acceptance of contactless payments in Slovakia. The Technology 

Acceptance Model (TAM) was used and adjusted to propose model of acceptance in accord with other studies 
aimed at acceptance of various forms of electronic banking. The proposed model of contactless payments 
acceptance consisted from two TAM variables - perceived usefulness and perceived ease of use, and three 
extending variables referring to perceived security, perceived enjoyment and amount of information on 
contactless payments. These new variables were incorporated in to model according to study of Pikkarainen et al. 
(2004). 

Proposed model of contactless payments acceptance was then tested on data gathered by questionnaire 
survey with 183 Slovak consumers attending. Following factor analysis detected all five proposed factors of 
acceptance namely perceived usefulness, perceived ease of use, perceived enjoyment, perceived security and 
amount of information Moreover regression and correlation analysis was performed to verify significance of these 
factors. Results indicated that perceived usefulness, perceived ease of use and perceived security have positive 
effect on consumer acceptance of contactless payments. Our results correspond with other studies using TAM, 
e.g. Davis et al. (1989). Perceived enjoyment and amount of information about contactless payments have not 
statistically significant effect on their acceptance. This corresponds with studies investigating electronic banking 
acceptance (e.g. Pikkarainen et al. (2004), Geetha and Malarvizhi (2011)) where contactless payments can be 
classified. Effect of perceived security on acceptance was statistically significant. This result corresponds to 
results of Roboff and Charles (1998), Sathye (1999), Hamlet and Strube (2000), Polatoglu and Ekin (2001), Black 
et al. (2002) or Howcroft et al. (2002).  

This study contributes to the field of technology acceptance studies. It shows local preferences of customers 
in using contactless payments. Further it identifies perceived usefulness, perceived ease of use and perceived 
security as statistically significant factor of consumer acceptance of contactless payments in Slovak market. 
However our study is limited in validity, while our sample of respondents was relatively smaller and less 
representative than in many other studies. In future consumer acceptance of contactless payments might be 
tested by extended or adjusted technology acceptance model to investigate any other potential factors influencing 
their acceptance. 
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Abstract:  

The paper notes that different kinds of retailers prefer value approach today. This research is aimed at detecting 
gaps between expected and derivable customers’ values formed by different kinds of retailers (hypermarket, supermarket, 
corner shops, etc.) in cities with population under 1 million people. In this research, the authors created a method to evaluate 
customers’ values formed by different kinds of retailers. Besides, the authors found and counted the main factors that form 
customers’ benefits; the main types of customers’ expenditures including material and non-material (time, physical and 
psychological efforts). The results of the research help retailers to develop marketing programs.  

Keywords: customers’ values; profit; expenditures; customers’ value coefficient. 

JEL Classification: L8, G3. 

Introduction  
Since the beginning of the 21st century, the value approach became of first priority in business economics. 

Customers’ value is put into the basis of new business models. The value approach allows supplying not a “pure 
product” but a customers’ value in which the product itself is only a part of value. 

At present, the theory of customers’ value has no distinct limits of notion “customers’ value”. Researchers 
give this term various definitions based on the psychology and behavior of customers. Such scientists as 
Rokeach (1974), Cullen (2005), Sheth (1991) and Menger (1992) define customers’ value as the maximum 
benefit one can get by owning some product. Another approach to the definition of customers’ value can be 
traced in the papers of Slywotzky (1995) and Parasuraman (1997). In the opinion of these researchers, 
customers’ value is expressed in the highest price a customer is ready to pay for a certain product. If one 
company does not have the necessary product, a customer switches over to another company. The authors think 
that such researchers as Slater (1997), Zeithaml (1988), Lapierre (2000), Busacca (2008), Morrisson (2010) and 
Yuldasheva (2012) consider customers’ value from different points of view. They take into account both 
consumers’ benefits and his expenditures. It is no accident that this approach became the most useful in the 
theory of consumer value. This approach considers customers’ value as the ratio of benefits that a customer gets 
from a certain product to the expenditures needed to purchase this product. It should be noted that expenditures 
include not only the price of a product but also psychological, temporal and other expenditures. It means that 
customers’ value is regarded as a category providing the unity of quality and price of a product or service. The 
authors of this paper adhere to the same approach to the definition of customers’ value. 

The questions of quantitative evaluation of customers’ value including benefits and expenditures remain 
debatable in today’s theory of customers’ value. A number of researchers subdivide customers’ benefits into 
functional and emotional (Monroe 2002). Noel Capon and James M. Hulbert distinguish functional, psychological 
and economic benefits (Capon, Hulbert 2001). Functional benefits reflect customers’ basic expectations. The 
psychological benefits satisfy customers’ need for status, respect, security and his belonging to some group. The 
economic benefits characterize the financial aspects of purchasing (prices, crediting, etc.). The classification of 
benefits is accompanied by a classification of customers’ expenditures. According to the theory of marketing, 
customer hopes for a number of benefits, while the expected value of these benefits exceeds their cost (Lovelock, 
Wirtz 2011). Customers’ expenditures are divided into material expenditures and non-material expenditures 
(temporal and physical expenditures – tiredness and discomfort; psychological expenditures – mental work, 
negative feelings and emotions, etc.; and unpleasant sensations). 

The performed analysis of theory and methods of customers’ value assessment showed that the methods 
for the survey and quantitative evaluation of customers’ values are poorly studied. There are no common 
approaches for measuring the elements of customers’ benefits and expenditures. Besides, these questions are 
not analyzed in respect to different kinds of retailers though some aspect is elucidated in the papers of some 
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scientists. (Jayasankaraprasad and Kathyayani 2014, Seock and Lin 2011, Brosdahl and Carpenter 2012, Omar 
and Musa 2011, To et al. 2013) The present paper tries to solve the problems mentioned above.  
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Conclusion 
In the present research the authors developed a method to assess customers’ value formed by different 

kinds of retailers (hypermarket, supermarket and corner shop) in cities with population under 1 million people.  
Also, the authors suggested a group classification of benefits formed by different kinds of retailers, listed factors 
within groups and found the algorithm for their assessment: 

 functional benefits (the range of goods; the quality of goods; the presence of in-house products; 
location; shop floor layout; schedule; navigation system; wide passageways between shelves; the 
presence of cash machines and bag lockers; the presence of parking area; the presence of toilets; 
front design; merchandising; service rate at a cash desk); 

 material benefits (price level and discount cards); 
 emotional benefits (the presence of unique products; different brands; handy and clean trolleys; 

pleasant smell and soft music; reputation and benevolence of personnel). 
The authors suggested a classification of customers’ expenditures and found the algorithm of their 

assessment: financial costs, temporal expenditures (for getting to the shop and for staying in the shop), physical 
expenditures (tiredness and discomfort) from purchasing in a certain shop, psychological expenditures (mental 
work and negative emotions) and unpleasant sensations during the purchase. 

The authors studied customers’ value formed by different kinds of retailers, obtained quantitative 
assessments of customers’ value coefficient and detected the gaps between expected and real expenditures, 
benefits and customers’ value. It is noteworthy that different kinds of retailers show a low expected level of 
customers’ benefits (3.27–3.7 pts out of 5). In our opinion, this situation can be explained by the poor 
development of enterprises of such kinds. This influences consumer perception and causes low assessments. It 
was ascertained that the smallest gaps between expected and derivable benefits are in emotional benefits, while 
the largest gaps are in material benefits. In general, the smallest gaps between customers’ values formed by 
different kinds of retailers are detected in hypermarket. 
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Abstract: 

Time-varying exchange rate pass-through effects to domestic prices under fixed euro exchange rate perspective 
represent one of the most challenging implications of the common currency. The problem is even more crucial when 
examining crisis related redistributive effects associated with relative price changes. The degree of the exchange rate pass-
through to domestic prices reveals its role as the external price shocks absorber especially in the situation when the leading 
path of exchange rates is less vulnerable to the changes in the foreign prices. Adjustments in domestic prices followed by 
exchange rate shifts induced by sudden external price shocks are associated with changes in the relative competitiveness 
among member countries of the currency area. In the paper we examine exchange rate pass-through to domestic prices in 
the Euro Area member countries to examine crucial implications of the nominal exchange rate rigidity. Our results indicate 
that absorption capabilities of nominal effective exchange rates clearly differ in individual countries. As a result, an increased 
exposure of domestic prices to the external price shocks in some countries represents a substantial trade-off of the nominal 
exchange rate stability. 

Keywords: exchange rate pass-through, inflation, Euro Area, VAR, impulse-response function. 

JEL Classification: C32, E31, F41. 

Introduction  
Exchange rate pass-through to domestic prices represents one of the most discussed topics in the recent 

literature dealing with a wide area of effects associated with exchange rate flexibility. The establishment of the 
Euro Area and introduction of the euro represent a crucial milestone in the ongoing discussions highlighting 
positive and negative implications of the nominal exchange rate rigidity. On the other hand, we suggest that it is 
still convenient to analyze the wide spectrum of effects related to the abortion of the relative flexibility of the 
national exchange rates after the euro adoption (Barhoumi 2006). 

Among many of impulses that the exchange rate transmits from the external environment to the domestic 
market we highlight price related effects associated with sudden changes in the foreign prices and related 
responsiveness of the domestic price indexes. The degree of the exchange rate pass-through to domestic prices 
reveals its role as the external price shocks absorber especially in the situation when the leading path of 
exchange rates is less vulnerable to the changes in the foreign nominal variables (Campa, Goldberg and 
González-Mínguez, 2005). 

In the paper we analyze the exchange rate pass-through to domestic prices in the Euro Area member 
countries. Our motivation follows an idea (Bussière 2013) of asymmetric exchange rate pass-through to domestic 
prices across internal price chain. Our methodology consists of two partial stages. In the first stage we examine 
the responsiveness of nominal effective exchange rates to the exogenous price shock to observe the dynamics 
(volatility) in the exchange rate leading path followed by the unexpected exogenous oil price shock. By doing so 
we investigate a capability of exchange rates to transmit or absorb the external inflation pressure to domestic 
prices (Corsetti, Dedola and Leduc 2008). In the second stage we investigate effects of the unexpected exchange 
rate shift to the domestic price indexes (import prices, producer prices, consumer prices) to examine its 
distribution across the internal pricing chain (Choudhri, Faruqee and Hakura 2005). Our results contribute to 
understand the key features of the exchange rate transmission of the inflation pressures initiated by external price 
shifts and related responses of the domestic price indexes. We employ a vector autoregression (VAR) model. 
True shocks are identified by the Cholesky decomposition of innovations. From estimated VAR model we 
compute (1) responses of exchange rates in each individual country to the positive one standard deviation oil 
price shock and (2) responses of import prices, producer prices and consumer prices to the positive one standard 
deviation exchange rate shock. To provide more rigorous insight into the problem of the exchange rate pass-
through to domestic prices in we estimate models for each particular country employing monthly data for two 
subsequent periods 2000-2007 (pre-crisis period) and 2000-2014 (extended period). This approach should be 
helpful to examine country specific features of the transmission of external inflation pressures to the domestic 
prices. We suggest that comparison of results for models with different time periods is crucial to understand 
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spurious effects of the economic crisis in both exchange rate responsiveness to the external price shocks as well 
as associated pass-through pass-through effects to domestic price measures. 
Exchange rate pass-through in the Euro Area 

Euro Area member countries are still suffering from lagging recession. While internal devaluation in 
countries with nominal exchange rate anchor may improve price competitiveness and boost both internal and 
external demand, risk of deflationary pressures substantially reduce vital growth incentives (Hetzel 2015). 
Moreover, ECB by inflating its monetary base fueled by another wave of quantitative easing does not primarily 
follow idea of economic recovery (Christensen and Gillan 2015). Low interest rate environment may be followed 
by euro depreciation improving competitiveness of European producers on the foreign markets. However, as the 
most of transactions on the EU single market are conducted in euro among its member countries, Euro Area 
seeks common reasonable automatic mechanisms that would help to improve its internal competitiveness 
(Peersman 2011). 

There are still many opened issues according to the suitability of the common monetary policy in the 
Euro Area provided a relative heterogeneity of the single market (Micossi 2015). Time-varying exchange rate 
pass-through effects to domestic prices under fixed euro exchange rate perspective represent one of the most 
challenging implications of the common currency (Bussière 2013). The problem is even more crucial when 
examining crisis related redistributive effects associated with relative price changes. The degree of the exchange 
rate pass-through to domestic prices reveals its role as the external price shocks absorber especially in the 
situation when the leading path of exchange rates is less vulnerable to the changes in the foreign nominal 
variables (Campa, Goldberg and González-Mínguez 2005). Resulted adjustments in domestic prices followed by 
exchange rate shifts induced by sudden external price shocks are associated with changes in the relative 
competitiveness among member countries of the currency area (Team of the Working Group on Econometric 
Modelling of the ESCB, 2012). Moreover, distribution of the exogenous price shock across the internal pricing 
chain may be biased by country specific conditions and cross-country distortionary effects induced by the recent 
economic crisis. 

Fixed exchange rate environment represented by credible nominal anchor (i.e. sound foreign currency of 
a country with a low and stable inflation) or common currency in the currency union provides very efficient tool in 
fighting high inflation while helping to stabilize inflation expectations (Calvo and Reinhart 2002). As a result, 
countries with fixed exchange rate benefit from disinflationary periods provided that a decision to adopt fixed 
exchange rate originated from high inflation pressures in the past. On the other hand, countries in the common 
currency area obviously experience intensified price level convergence due to higher price transparency that may 
result in the increased inflation rates over the medium-term period. However, stable inflation expectations 
anchored by fixed exchange rate and common monetary policy following explicit inflation target obviously induces 
price stability (Wehinger 2000). On the other hand, increased volatility of exchange rate of the common currency 
may cause domestic price level to adjust accordingly in the short period, though persisting inflation or disinflation 
pressures are not expected. It is especially due to positive effects of stable inflation expectations that (we 
suggest) do not seem to be affected for longer period of time. 

Quite specific seems to be a situation in countries with common currency that serves as a local or global 
currency widely used in foreign transactions. Price effects of increased volatility in such a common currency may 
be reduced provided that a large number of trading partners are also participating on the common currency. Even 
when the large portion of mutual foreign transactions in member countries of the common currency area are 
immune to the exchange rate volatility, remaining transactions are still exposed to the unexpected shifts in the 
common currency exchange rate against other currencies (Hahn 2003). On the other hand, sudden shifts in the 
real exchange rate are not exclusively caused by the nominal exchange rate volatility. Increased intensity of price 
adjustments associated with crisis related effects on real output are usually followed by accelerated deviations of 
real exchange rates from their equilibrium leading path especially in the short period. This scenario is even more 
biased provided that crisis period induced diverse effects on the price level dynamics in the heterogeneous group 
of countries (Choudhri and Hakura 2012). 
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Conclusion 
Investigation of the first stage in the exchange rate pass-through revealed reduced absorption capabilities 

of NEER in large economies (Germany, Spain, France, Italy), countries of Benelux (except for Belgium) and 
Portugal in comparison with the rest of countries from the Euro Area. Reduced exchange rate responsiveness to 
the external price shocks increases the transmission of the price effect to the domestic prices. 

While the examination of the first stage in the exchange rate pass-through during the pre-crisis period 
generally confirmed higher absorption capabilities of NEER in countries from the past Eastern bloc (due to more 
dynamic responsiveness of producer prices to the exchange rate shock), reduced absorption capabilities of 
NEER in Portugal, Italy and Spain indicates increased vulnerability of less performing periphery members of the 
Euro Area to the external price shocks. Moreover, reduced absorption capabilities of NEER in all countries during 
the crisis period just highlighted higher exposure of all Euro Area members operating under common currency to 
the external price shocks. Most of the countries from the core of the Euro Area experienced more dynamic NEER 
response to the oil price shock. As a result, fixed exchange rate operated more as the external price shock 
absorber reducing effect of so called imported inflation (or deflation) in these countries. 

Second stage of the exchange rate pass-through revealed interesting differences in the absorption 
capabilities of NEER among the Eurozone member countries. Exchange rate shock was followed by immediate 
decrease in import prices (within first three months) in all countries but Latvia and Lithuania. As a result, initial 
effect of the exchange rate shock (followed by oil price shock that appreciated NEER) was adequately transmitted 
to the import prices. Import prices, as the first element in the internal price chain, initiated impulse that will spread 
across remaining two price indexes (producer prices and import prices). Crises period generally increased short-
term responsiveness of import prices to the exchange rate shock except for Baltic countries, Slovakia and 
Slovenia. However, our results for producer prices and consumer prices did not confirm the idea of the 
transmission of the exchange rate absorption capabilities across the internal price chain. 

Higher responsiveness of producer prices in the new Eurozone member countries from the past Eastern 
bloc (together with Cyprus and Greece) indicates better transmission of the asymmetric effect of the external 
price shock from exchange rate (appreciation) to producer prices (decrease) in the short-run period. As a result, 
higher flexibility of the exchange rate pass-through in these countries reduces their vulnerability to the exogenous 
price shocks. At the same time, less dynamic response of producer prices in the most of the Eurozone member 
countries increase their exposure to the unexpected external price shocks. Crisis period clearly reduced 
absorption capabilities of NEER in PIGS countries, Cyprus, Ireland and Malta due to reduced responsiveness of 
their producer prices to the unexpected exchange rate shock. As a result, these countries experienced increased 
vulnerability to external price shocks due to reduced absorption capabilities of their NEER while absorption 
capabilities of NEER in the core countries generally improved and thus reduced their vulnerability to the external 
price shocks. 

Summary of the response patterns to the unexpected positive NEER shock for the last component in the 
internal price chain, consumer prices, revealed mixed results. Most of the countries experienced lagged and 
moderate decrease in consumer prices followed by the exchange rate shock. However, combination of low NEER 
exposure to oil price shock and reduced responsiveness of consumer prices to the NEER shock mostly in less 
performing economies of the Euro Area intensifies the transmission of the external inflation pressures to domestic 
prices. As a result, negative external price shocks in the time of crises may operate as a vehicle of imported 
deflation and contribute to the domestic demand driven deflationary pressures in bad times. On the other hand, 
most of the remaining countries experiencing more dynamic NEER response to the oil price shock that together 
with increased responsiveness of consumer prices to the NEER shock reduced the effect of the exchange rate 
pass-through to domestic prices. Crisis period reduced vulnerability of both NEER and consumer prices to above 
mentioned unexpected structural shocks. As a result, exchange rate pass-through to domestic prices was 
intensified due to crisis related effects reducing external price related absorption capabilities of NEER in the most 
of the Euro Area member countries. 

Finally, analysis of the transmission of the price impulse initiated by the external price shock across the 
internal price chain revealed interesting implications of the heterogeneity problem in the Euro Area. In most of the 
Euro Area periphery and less performing countries we examined the pattern of small dynamics in import prices, 
higher dynamics in producer prices and even higher responsiveness of consumer prices followed by the positive 
NEER shock. Some sort of overreaction in the internal price chain indicates competitiveness issues in the less 
performing group of Euro Area member countries. However, while the crisis period mostly reduced the effect of 
overreaction across the internal price chain (except for the response patterns in import prices), reduced 
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vulnerability of producer prices and consumer prices to the unexpected positive NEER shock clearly reduced 
absorption capabilities of the exchange rates mostly in the weaker part of the Euro Area resulting in their higher 
vulnerability to the external price shocks. At the same time, increased differences in response patterns between 
a) import prices (overreaction) and b) producer prices (reduced responsiveness) and consumer prices (reduced 
responsiveness) indicates distortionary effects of the crisis period on the price transmission mechanism across 
internal price chain. 
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Abstract:  
Modified multiperiod optimization models to support decision-making about the choice of the project portfolio under 

the program of strategic development of the organization are suggested. Corporate social responsibility of the organization is 
shown at setting goals, taking into account the interests of all stakeholders. Risks are accounted in the framework of portfolio 
investment theory of H. Markowitz using the scenario approach. The specific function of general utility, whose arguments are 
the levels to achieve the strategic objectives of the organization as a result of the project for the periods given the importance 
of the objectives and values of reduced costs for the project, is used as a target function. It is expected that the utility of the 
project will depend on how growth in levels to achieve the strategic objectives by periods occurs, while different growth rate 
of their level is preferred for different purposes. It is also expected that different structures of investing resources differ by 
preference for periods, due to which additional resource limitations for each time period are introduced in the model. The 
main difference between the proposed models is the ability to review the composition of the previously selected project 
portfolio at each step depending on the already achieved results and changes in internal and external conditions. 

Keywords: program of strategic development of the organization, project portfolio, corporate social responsibility, utility 
function, scenario approach. 

JEL Classification: O22, M15. 

Introduction  
The main instrument for implementing the strategy of any organization is an investment program 

consisting of a specific set of projects for the reconstruction and development (strategic measures), the result of 
which is to achieve (more or less) the strategic objectives of the organization. At the formation of the strategic 
development program within the constraints of available resources, a manager (decision maker, DM) is faced with 
the necessity of preliminary selection of projects. By choosing a certain set of projects, the DM in fact chooses a 
way to achieve the objectives. 

Assessment of possible consequences (including social) and emerging risks must be no less important 
than resource constraints at the selection of projects. The approach taking into account the need for corporate 
social responsibility in the development of strategic plans (Maltseva 2009a), including the strategic cards of 
objectives (Maltseva 2009b, Solodukhin 2009), allows to consider the levels of achievement of the objectives 
achieved by the implementation of projects as utilities of these projects. As a result, there is no need for artificial 
introduction of indicators that reflect social importance of the projects. This takes into account the responsibility of 
the organization to its stakeholders. 

The study (Mazelis & Solodukhi 2012) offered one-period models of optimization of the project portfolio 
under the investment development program, taking into account corporate social responsibility of the organization 
that adhered to stakeholder management as a discrete institutional alternative (on the example of a university). 

The study (Mazelis & Solodukhin 2013) generalized one-period models for the case of several time 
periods, taking into account the fact that for the various strategic objectives, the speed of achievement has a 
different value to the organization. Thus, some of the objectives may require unconditional achievement by a 
certain date. Some strategic objectives "favor" the rapid growth of their level of achievement, while other 
objectives may prefer more moderate growth. On the other hand, resource cost and the difficulty of access to 
them in different periods can vary. 

The study (Mazelis & Solodukhin 2014) demonstrated the use of the proposed multiperiod models (on 
the example of a university). In particular, it was shown that the risk limitation may lead to the fact that the 
portfolio does not include projects whose budgets allow this (given the limitations on the overall cost). 
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This article is devoted to the modification of these models in two directions. Firstly, the revision of the 
composition of the previously selected project portfolio is allowed at each step, depending on the already 
achieved results and changes in internal and external conditions. Secondly, additional resource limitations for 
each time period are introduced. 
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Conclusion 
The proposed modified multiperiod optimization models allow the rolling planning of the portfolio, taking 

into account the risks in the framework of the strategic development of the organization. Corporate social 
responsibility of the organization is shown at setting goals, taking into account the interests of all stakeholders. 
The main difference between the proposed models is the ability to revise the composition of the previously 
selected project portfolio at each step, depending on the already achieved results and changes in internal and 
external conditions. Another important difference is the introduction of additional resource constraints for each 
time period. 

The following areas for further research in this area can be allocated. Firstly, it is intended to develop a 
model to optimize the distribution of the total budget of the organization development program by periods. 
Secondly, the procedure of redeployment of resources between projects can be offered, in which some projects 
are not excluded from the portfolio at the changes in internal and external conditions (and, consequently, at the 
reduction in their utilities), but their funding is reduced. Freeing up resources could increase funding for other 
projects of the portfolio, or new projects can be incorporated in the development program. 
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